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Summary

This thesis is concerned with the relation between classical logic and computational systems. For constructive logic we have the well-known Curry-Howard correspondence, which states that there is a correspondence between formulas and types, proofs and programs, and proof normalization and reduction. But until quite recently, people believed that this correspondence was limited to constructive logic.

Nonetheless already quite old results by Kreisel, Friedman and Gödel show that certain classical proofs do contain computational content. However, these results use a translation of classical proofs into constructive logic and do not describe a direct correspondence between classical logic and computation. A direct correspondence remained unknown until 1990, when Griffin extended the Curry-Howard correspondence to classical logic by incorporation of Felleisen’s control operator $C$.

In this thesis we continue on Griffin’s track. In the first part we investigate various control calculi: Felleisen’s $\lambda_C$-calculus with Griffin’s typing rules, Rehof and Sørensen’s $\lambda_\Delta$-calculus and Parigot’s $\lambda_\mu$-calculus. We are especially interested in the main meta-theoretical properties: confluence, normal form theorems, subject reduction and strong normalization. Our research will indicate that both the $\lambda_C$-calculus and $\lambda_\Delta$-calculus suffer from various defects.

Since none of the discussed systems contain data types, we will extend Parigot’s $\lambda_\mu$-calculus with a data type for the natural numbers and a construct for primitive recursion in the second part of this thesis. We prove that our system satisfies subject reduction, has a normal form theorem, is confluent and strongly normalizing. The last two proofs require various niceties to make the standard proof methods work.

The long term goal of the research initiated in this thesis is to develop a system that supports a limited amount of classical reasoning and also contains dependent and inductive types. Such a system would have two major applications.

1. It could be used to prove the correctness of programs with control,
2. It could be used to obtain programs with control by program extraction from classical proofs.
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Chapter 1

Introduction

The Curry-Howard correspondence states that there is a correspondence between logic and computational systems: formulas correspond to types, proofs to programs and proof normalization to reduction. This is an amazing result, because it relates logic, which is generally considered as static, to computation, which is generally considered as dynamic.

For quite some time this correspondence has been employed for the development of provably correct functional programs. In particular, it has led to the development of dependently typed λ-calculi. We can use these systems in two ways so as to construct correct programs.

Correctness proofs. The system is used as a functional programming language to write a certain program. Meanwhile, its rich type structure is used to state the program’s specification and then one proves that the program is correct with respect to its specification.

Program extraction. The system is used to state a specification and then one proves that a solution to that specification exists. Now, by removing computationally irrelevant parts, a program that is guaranteed to be correct with respect to its specification is extracted.

An example of such a formal system is the Calculus of Constructions (CC) and its extension the Calculus of Inductive Constructions (CIC), which adds support for inductive types. This system is the basis of the interactive proof assistant Coq [CTT].

The Curry-Howard correspondence is originally considered with respect to constructive logic and not with respect to classical logic. In fact, until quite recently, people believed that the Curry-Howard correspondence was limited to constructive logic. Nonetheless already quite old results by Kreisel, Friedman and Gödel [Kre58, Fri78] show that certain classical proofs do contain computational content. More precisely, they have shown that provability of a \( \Pi^0_2 \)-formula in Peano arithmetic and Heyting arithmetic coincides. However, these results use a translation of classical proofs into constructive logic and do not describe a direct correspondence between classical logic and computation.

A direct correspondence remained unknown until 1990, when Griffin [Gr90] extended the Curry-Howard correspondence to classical logic by incorporation of
control operators. An interesting part of Griffin’s work is that CPS-translations, which allow simulation of control operators in a system without it, correspond to logical embeddings of classical logic into constructive logic.

Unfortunately, the correspondence for classical logic is generally studied with respect to quite simple systems. Most of the systems present in today’s literature do not contain inductive types, or actually, most do not even contain data types for basic types as the natural numbers.

The long term goal of the research initiated in this thesis is to develop a system that supports a limited amount of classical reasoning and also contains dependent and inductive types. Such a system would have two major applications.

1. It could be used to prove the correctness of programs with control,
2. It could be used to obtain programs with control by program extraction from classical proofs.

In this thesis we make a start by extending a system with control, namely Parigot’s $\lambda_\mu$-calculus [Par92], with data types.

1.1 Control mechanisms

Control mechanisms, also known as exception mechanisms, allow to clearly separate the unusual case from the normal case and can moreover help to write more efficient programs. We distinguish the following kind of unusual cases [Goo75].

1. Range failures. These failures occur when an operation is unable to satisfy its postcondition. An example of such a failure is an IO-error while reading or writing to a file.

2. Domain failures. These failures occur when an operation has been given input that does not match its precondition. For example, such failure might occur when one attempts to take the tail of an empty list or tries to divide by zero.

In this thesis we solely consider domain failures because we study formal systems instead of actual programming languages. Range failures cannot occur in the considered formal systems because external dependencies as IO do not appear. Furthermore, domain failures can help to write more efficient programs. We will illustrate this by considering the following simple functional program:

```
let rec listmult l = match l with
  | nil -> 1
  | x :: k -> x * (listmult k)
```

1Control mechanisms will most likely not improve the performance of this particular program considered in a general purpose programming language, because arithmetic is performed directly by the machine and thus very efficient. However, for more complex programs or data types, control mechanisms will certainly help to improve the performance. For example, in [CGU00] it is used to incorporate a sophisticated backtracking technique. But so as to keep it simple we restrict ourselves to toy examples.
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This program takes a list of natural numbers and yields the product of its elements. If a list contains an element whose value is zero, this function yields zero. Unfortunately, when a zero is encountered, it is multiplied by all elements in the list. One could try to optimize this function by letting it stop multiplying once a zero is encountered.

```
let rec listmult l = match l with
    | nil        -> 1
    | 0 :: k     -> 0
    | x :: k     -> x * (listmult k)
```

However, on its way out of the recursion, a zero is still multiplied by all elements that were previously encountered. Instead, it would be nice if we could break out of the recursion once a zero is encountered. We will incorporate Lisp’s control operators `catch` and `throw` to achieve this goal. First we describe the intuitive semantics of these operators.

Evaluation of the term `catch α t` results in evaluation of `t`. If evaluation of `t` yields an actual result `v`, then `catch α t` yields `v`. In this case, we say that `t` returns normally. However, if we encounter a term `throw α s` during the evaluation of `t`, then `catch α t` yields `s`. In this case, we say that `t` returns exceptionally.

Now, by incorporation of the control operators `catch` and `throw`, we let our program break out of the recursion once a zero is encountered.

```
let listmult l = catch α (listmult2 l)
let rec listmult2 l = match l with
    | nil        -> 1
    | 0 :: k     -> throw α 0
    | x :: k     -> x * (listmult2 k)
```

Here, the function `listmult2` is not defined for lists that contain an element whose value is 0. So, if supplied with an list that contains an element whose value is 0 one can say that a domain failure occurs.

In order to reason formally about functional programs one could cast them into a formal framework, for example the λ-calculus. The ordinary λ-calculus does, however, not support control mechanisms. Fortunately, initiated by the work of Felleisen et al. [FF86, FFKD87], various extensions of the λ-calculus with control mechanisms have been developed.

More surprisingly, Griffin [Gri90] discovered that control mechanisms can be typed with classical proof rules and thereby extend the Curry-Howard correspondence to classical logic.

1.2 Our approach

In the first part of this thesis (Chapter 3) we investigate various control calculi: Felleisen’s λC-calculus [FF86, FFKD87] with Griffin’s typing rules [Gri90], Rehof and Sørensen’s λΔ-calculus [RS94] and Parigot’s λµ-calculus [Par92]. By studying these systems we determine which one is suitable for an extension with
data types. However, by no means we claim that our investigation is exhaustive, because there are simply too many control calculi present in today’s literature. Hence it is definitely possible that a more suitable system, which has not been considered in this thesis, exists.

For each system we take a look at the desired meta theoretical properties. We are especially interested in confluence, normal form theorems, subject reduction and strong normalization. Based on our investigations we will indicate some major defects in both the $\lambda_C$- and $\lambda_D$-calculus. Furthermore, we will show that the $\lambda_D$-calculus satisfies the main theoretical properties and is able to simulate catch and throw.

In the second part (Chapter 4) we present our main technical contribution: a Gödel’s $T$ version of the $\lambda_D$-calculus, which we name $\lambda_T$. Gödel’s $T$ is simple type theory extended with a base type for the natural numbers and a construct for primitive recursion. The $\lambda_T$-calculus is, however, not a straightforward “merge” of $\lambda_D$ and Gödel’s $T$. Some of its reduction rules closer are closer to a call-by-value system than to the ones one would expect of a call-by-name system (which $\lambda_D$ originally is). Firstly, it contains the reduction rule $S_{\mu}\alpha.c \rightarrow \mu\alpha.c[\alpha := \alpha(\Box)]$, which is necessary in order to maintain a normal form theorem. Secondly, in order to unfold $\text{nrec} r s (\text{S}t)$ we have to reduce $t$ to an actual numeral. This is required because it would otherwise result in a loss of confluence.

In the second part we moreover prove that $\lambda_T$ satisfies subject reduction, has a normal form theorem, is confluent and strongly normalizing. The last two proofs are quite non-trivial because various niceties are required to make the standard proof methods work.

Our confluence proof uses the notion of parallel reduction and defines the complete development of each term. Surprisingly, the author was unable to find a confluence proof for the original untyped $\lambda_D$-calculus. In [BHF01] there is a confluence proof for $\lambda_D$ without the $\rightarrow_{\mu\eta}$-rule ($\mu\alpha.[\alpha]t \rightarrow_{\mu\eta} t$ provided that $\alpha \notin \text{FCV}(t)$). Although [BHF01] suggests how to extend parallel reduction for the $\rightarrow_{\mu\eta}$-rule, a definition of the complete development and a proof are absent. In this thesis we extend the methodology of [BHF01] to the case of $\lambda_T$, which also includes the $\rightarrow_{\mu\eta}$-rule.

Our strong normalization proof proceeds by defining reductions $\rightarrow_A$ and $\rightarrow_B$ such that $\rightarrow = \rightarrow_A \cup \rightarrow_B$. First we prove that $\rightarrow_A$ is strongly normalizing by the reducibility method. Secondly, we prove that $\rightarrow_B$ is strongly normalizing and moreover that each infinite $\rightarrow_{A\text{B}}$-reduction sequence can be transformed into an infinite $\rightarrow_A$-reduction sequence. The first phase is inspired by Parigot’s proof of strong normalization for $\lambda_\mu$ [Par97] and the second phase is inspired by Rehof and Sørensen’s proof of strong normalization for $\lambda_D$ [RS94].

Moreover we show that our system can be embedded into Gödel’s $T$ and into the $\lambda_2$-calculus, which is a polymorphic variant of Parigot’s $\lambda_D$-calculus [Par92].

Finally we present a program in our system and prove that it is correct with respect to its specification.
1.3 Related work

To the author’s knowledge there is little evidence of research in which control calculi are combined with data types. Also, there is little evidence of research in which program extraction, by removing computational irrelevant parts, from classical proofs is discussed. We will summarize relevant research.

Murthy considered a system with control operators, arithmetic, products and sums in his PhD thesis [Mur90]. However, he was mainly concerned with CPS-translations while we would like to reason directly about programs in our system.

Parigot has described a second-order variant of his $\lambda_{\mu}$-calculus [Par92]. Although this system is very powerful, it suffers from the same weakness as System $F$, namely its efficiency is pretty poor. Also, as noticed in [Par92, Par93], this system does not ensure unique representation of data types. For example, there is not a one-to-one correspondence between natural numbers and closed normal forms of the type of Church numerals.

Berger, Buchholz and Schwichtenberg have described a form of program extraction from classical proofs [BBS00]. Their method extracts a Gödel’s $T$ term from a classical proof in which all computational irrelevant parts are removed. To prove the correctness of their approach they have given a realizability interpretation. However, since their target language is Gödel’s $T$, resulting programs do not contain control mechanisms.

Caldwell, Gent and Underwood considered program extraction from classical proofs in the proof assistant NuPrl [CGU00]. In their work they extended NuPrl with a proof rule for Peirce’s law and associated call/cc for its extraction. Now, program extraction indeed results in a program with control. However, the authors were mainly interested in using program extraction to obtain efficient search algorithms and did not prove any meta theoretical results so it is unclear whether their approach is correct for arbitrary classical proofs. In fact, in Appendix A we will repeat their approach in the proof assistant Coq and show that we can construct incorrect programs.

Herbelin developed an intuitionistic predicate logic that supports a limited amount of classical reasoning [Her10]. His system proves a variant of Markov’s principle, which is computationally associated with an exception mechanism. Although his system does not contain data types and realizability is left for further research, it seems like a good candidate to extend with data types. As this research is very recent (July 2010), we have not been able to incorporate it into our work, which was by then nearly finished.

1.4 Outline

We give a brief overview of the contents of each chapter.

- Chapter 2 discusses the background that is required to read this thesis. On the one hand we present some logics and on the other hand some typed $\lambda$-calculi. We will relate these seemingly unrelated notions by means of the Curry-Howard correspondence, which establishes a correspondence between terms and proof and between types and logical formulas.
Furthermore, this chapter presents some important meta theoretical properties of the systems: confluence, normal form theorems, subject reduction and strong normalization. These properties will return when we discuss various other systems in the subsequent chapters.

- Chapter 3 considers extensions of the $\lambda$-calculus with control operators. Control operators allow to create more efficient programs and extend the Curry-Howard correspondence to classical logic. We will present various systems and show that for some of them important meta theoretical properties, which we have discussed in Chapter 2, fail. Also, this chapter discusses CPS-translations, which allow simulation of control operators in a system without it.

- Chapter 4 deals with extensions of the $\lambda$-calculus with both basic data types and control operators. This is a fairly new topic in the literature, because such extensions are usually discussed separately. This chapter includes the main result of this thesis: an extension of Gödel’s $T$ with control operators. We will prove various non-trivial meta theoretical properties of this system. Also, we will show how this system relates to previously discussed systems by means of translations into those systems. Finally, we will consider an example program and prove its correctness.

- Chapter 5 discusses some extensions of our work. First we discuss extensions with other data types, as lists and products. Secondly, we introduce program extraction and indicate how our system could be used for extraction of programs with control from classical proofs.

- Chapter 6 finishes with conclusions.
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Chapter 2

Background

In this chapter we will briefly introduce various well-known notions that play an important role in this thesis. In Section 2.1 we discuss minimal, intuitionistic and classical variants of first-order propositional logic, in Section 2.2 we discuss the untyped \(\lambda\)-calculus, in Section 2.3 we discuss the simply-typed \(\lambda\)-calculus and the Curry-Howard correspondence with first-order minimal logic, in Section 2.4 we discuss minimal and classical variants of second-order propositional logic and in Section 2.5 we discuss the second-order typed \(\lambda\)-calculus.

2.1 First-order propositional logic

In this section we present minimal, intuitionistic and classical first-order propositional logic and the relation between these logics.

Definition 2.1.1. Minimal first-order propositional formulas are built from an infinite set of atoms \((X, Y, \ldots)\) and an implication arrow \((\rightarrow)\).

\[
A, B ::= X \mid A \rightarrow B
\]

Moreover, an environment \((\Gamma, \Sigma, \ldots)\) is a finite set of formulas.

Definition 2.1.2. A judgment \(\Gamma \vdash A\) is derivable in minimal first-order propositional logic if it can be derived by the natural deduction rules shown in Figure 2.1.

\[
\begin{align*}
\frac{A \in \Gamma}{\Gamma \vdash A} & \quad \text{(a) axiom} \quad \frac{\Gamma, A \vdash B}{\Gamma \vdash A \rightarrow B} \quad \text{(b) } \rightarrow_i \\
\frac{\Gamma \vdash A \rightarrow B}{\Gamma \vdash B} & \quad \text{(c) } \rightarrow_e
\end{align*}
\]

Figure 2.1: Natural deduction for minimal first-order propositional logic.

By saying that \(\Gamma \vdash A\) is derivable we mean that there exists a finite tree whose nodes are labeled by judgments \(\Sigma \vdash B\) such that [SU06]:

1. The root is labeled by \(\Gamma \vdash A\),
2. Each leaf is labeled by an axioms of the system,

3. Each label of a parent node is obtained from the labels of its children using one of the rules of the system.

For example, let \( \Gamma = \{A \rightarrow B \rightarrow C, A \rightarrow B\} \), now the following tree is a valid derivation.

\[
\begin{align*}
\Gamma, A \vdash A & \quad \Gamma, A \vdash A \\
\Gamma, A \vdash B & \quad \Gamma, A \vdash A \\
\Gamma, A \vdash C & \quad \Gamma, A \vdash B \\
\Gamma \vdash A \rightarrow B \\
\Gamma, A \vdash B/C & \quad \Gamma, A \vdash A \\
\Gamma, A \vdash C & \quad \Gamma, A \vdash B \\
\Gamma \vdash A \rightarrow C
\end{align*}
\]

However, if we let \( \Gamma = \{(A \rightarrow B) \rightarrow A\} \) and \( A \neq B \), then the following tree is not a valid derivation because \( \Gamma, A \vdash B \) is not an axiom.

\[
\begin{align*}
\Gamma \vdash (A \rightarrow B) & \quad \Gamma, A \vdash B \\
\Gamma \vdash A \rightarrow B & \\
\Gamma \vdash A
\end{align*}
\]

In fact, there does not even exist a derivation of the judgment \((A \rightarrow B) \rightarrow A \vdash A\) in minimal classical logic as we will obtain by Theorem 2.1.7.

As we have seen, minimal first-order propositional formulas do merely consist of atoms and arrows. Now we present intuitionistic logic, in which we extend formulas with a nullary connective false (⊥).

**Definition 2.1.3.** First-order propositional formulas are minimal propositional formulas extended with a unary connective false (⊥).

\[ A, B ::= X \mid \bot \mid A \rightarrow B \]

In minimal logic one could treat the connective false (⊥) as any other atom. Obviously, since there is no additional rule for that atom, it does not have an exceptional meaning. However, in intuitionistic logic we will add an additional rule. The connective false should be interpreted as absurd, that means, any formula can be derived from it.

**Definition 2.1.4.** A judgment holds in intuitionistic first-order propositional logic if it can be derived by the rules shown in Figure 2.1 and the Ex Falso Quodlibet (EFQ) rule, which is shown in Figure 2.2.

\[
\Gamma \vdash \bot \\
\Gamma \vdash A
\]

(a) Ex Falso Quodlibet

**Figure 2.2:** Intuitionistic rules.

**Notation 2.1.5.** We abbreviate \( \neg A \) (not A) as \( A \rightarrow \bot \).

**Definition 2.1.6.** A judgment holds in minimal classical first-order propositional logic if it can be derived by the rules shown in Figure 2.1 and Peirce’s law (PL). A judgment holds in classical logic if it can be derived by the rules shown in Figure 2.1 and double negation (DN). These rules are shown in Figure 2.3.
Theorem 2.1.7. The following diagram indicates the relations between minimal, intuitionistic and classical first-order propositional logic. An arrow from logic $L$ to $K$ indicates that $K$ is strictly stronger than $L$.

\[
\begin{array}{c}
\text{Minimal logic} \\ \downarrow \\
\text{Intuitionistic logic} \\ \downarrow \\
\text{Minimal classical logic} \\ \downarrow \\
\text{Classical logic}
\end{array}
\]

Moreover, a judgment $\Gamma \vdash B$ holds in minimal classical logic with the EFQ rule assumed iff $\Gamma \vdash B$ holds in classical logic.

Proof. This is proven in [AH03].

\[\Box\]

2.2 The untyped $\lambda$-calculus

In this section we describe the $\lambda$-calculus: a formal system for function definition. The $\lambda$-calculus is of great interest because in the forthcoming sections we will show that terms in typed $\lambda$-calculi correspond to derivations in various logics. Therefore a correspondence between proofs and programs is created.

Definition 2.2.1. Untyped $\lambda$-terms are inductively defined over an infinite set of variables $(x, y, \ldots)$ as follows.

\[t, r, s ::= x \mid \lambda x.t \mid ts\]

Throughout this thesis we let $\text{FV}(t)$ denote the set of free variables of a term $t$, let $\text{BV}(t)$ denote the set of bound variables, and let $t[x := r]$ denote capture avoiding substitution of $r$ for $x$ in $t$. Moreover a term $t$ is closed if $\text{FV}(t) = \emptyset$ and open if $\text{FV}(t) \neq \emptyset$.

Convention 2.2.2. In this thesis we will present many different languages, of which many contain binders (like $\lambda x.t$ or $\forall X.A$). However, in such languages, we always consider equality up to $\alpha$-equivalence. That means, expressions that only differ in their bound variables are considered equal. Since we consider expressions up to $\alpha$-equivalence, we use, when necessary, the Barendregt convention. That is, given an expression, we may assume that:

1. Bound variables are distinct from free variables,
2. Binders always bind fresh variables.

Definition 2.2.3. Given a binary relation over $\lambda$-terms $R$, then a binary relation over $\lambda$-terms $\tilde{R}$ is defined as follows.
1. If $t_1 \mathcal{R} t_2$, then $t_1 \hat{\mathcal{R}} t_2$.
2. If $t_1 \hat{\mathcal{R}} t_2$, then $(t_1 s) \mathcal{R} (t_2 s)$.
3. If $s_1 \hat{\mathcal{R}} s_2$, then $(ts_1) \hat{\mathcal{R}} (ts_2)$.
4. If $t_1 \hat{\mathcal{R}} t_2$, then $(\lambda x.t_1) \hat{\mathcal{R}} (\lambda x.t_2)$.

We say that $\hat{\mathcal{R}}$ is the compatible closure of $\mathcal{R}$.

**Definition 2.2.4.** Reduction $t \rightarrow t'$ on $\lambda$-terms $t$ and $t'$ is defined as the compatible closure of the following rule.

$$(\lambda x.t) r \rightarrow_\beta t[x := r]$$

We write $\rightarrow$ for the reflexive/transitive closure, $\rightarrow^+$ for the transitive closure and $=$ for the reflexive/symmetric/transitive closure. A term is in ($\beta$-) normal form if no ($\beta$-) reduction steps are possible.

It is allowed to perform $\beta$-reduction steps in arbitrary order at arbitrary places, hence the previous definition does not specify a deterministic reduction strategy. Fortunately, the following theorem has as a consequence that no matter what reduction steps are performed, it is always possible to obtain a unique normal form (if such normal form exists).

**Theorem 2.2.5.** (Church-Rosser) $\beta$-reduction is confluent, that is, if $t_1 \rightarrow t_2$ and $t_1 \rightarrow t_3$, then there exists a term $t_4$ such that $t_2 \rightarrow t_4$ and $t_3 \rightarrow t_4$.

**Proof.** Proven in [Tak95, for example].

**Theorem 2.2.6.** For arbitrary terms $t_1$ and $t_2$ it is undecidable if $t_1 = t_2$.

**Proof.** Proven in [SU06, for example].

In order to write a compiler for a functional programming language based on the $\lambda$-calculus it is desired to specify a deterministic evaluation strategy. Therefore we will make a distinction between reduction and evaluation. Contrary to reduction, evaluation works on whole terms and should be deterministic. The first evaluation strategy that we describe is call-by-name evaluation, this strategy evaluates the leftmost $\beta$-redex first. To describe this strategy we define the notion of evaluation contexts.

**Definition 2.2.7.** A call-by-name evaluation context is defined as follows.

$$E ::= \square \mid Et$$

**Definition 2.2.8.** Given a call-by-name evaluation context $E$ and a term $s$, then $E[s]$, substitution of $s$ for the hole in $E$, is defined as follows.

$$\square[s] := s \quad (Et)[s] := E[s]t$$

**Definition 2.2.9.** Call-by-name evaluation $t \triangleright_{\beta} t'$ on $\lambda$-terms $t$ and $t'$ is defined as follows.

$$E[(\lambda x.t)r] \triangleright_{\beta} E[t[x := r]]$$

Here, $E$ is a call-by-name evaluation context.
We use the symbol \( \triangleright \) instead of \( \rightarrow \) in order to clearly distinguish reduction and evaluation. Since we are trying to specify a deterministic evaluation strategy it is important that the evaluation rule \( \triangleright_\beta \) can be applied at exactly one place. This is a direct consequence of the following definition and lemma.

**Definition 2.2.10.** Values are defined as follows.

\[
v, w ::= x | \lambda x. r
\]

**Lemma 2.2.11.** Each closed \( \lambda \)-term is either a value or can be written uniquely as \( E[(\lambda x. t)v] \) where \( E \) is a call-by-name evaluation context.

Another well-known evaluation strategy is call-by-value evaluation. This evaluation strategy is used in many functional programming languages, for example Scheme and OCaml. In order to describe this strategy we introduce the call-by-value \( \lambda \)-calculus (henceforth \( \lambda_v \)-calculus) by Plotkin [Plo75]. The \( \lambda_v \)-calculus simply restricts the \( \beta \)-reduction rule in such a way that an argument is evaluated first.

\[
(\lambda x. t)v \triangleright_\beta t[x := v]
\]

Just like the ordinary \( \lambda \)-calculus, the \( \lambda_v \)-calculus is confluent [Plo75].

In order to define an evaluation strategy we define call-by-value evaluation contexts first.

**Definition 2.2.12.** A call-by-value evaluation context is defined as follows.

\[
E ::= \Box | vE | Et
\]

The notion of substitution of \( s \) for the hole in \( E \) is extended to call-by-value evaluation contexts in the obvious way.

**Definition 2.2.13.** Call-by-value evaluation \( t \triangleright_\beta t' \) on \( \lambda \)-terms \( t \) and \( t' \) is defined as follows.

\[
E[(\lambda x. t)v] \triangleright_\beta E[t[x := v]]
\]

Here, \( E \) is a call-by-value evaluation context.

Again we have to verify that this is indeed a deterministic specification.

**Lemma 2.2.14.** Each closed \( \lambda \)-term is either a value or can be written uniquely as \( E[(\lambda x. t)v] \) where \( E \) is a call-by-value evaluation context.

Call-by-name evaluation is usually less efficient than call-by-value evaluation because an abstraction could duplicate its argument. As a result, arguments may be evaluated multiple times. However, as a consequence of the the following lemma this strategy has also some advantages.

**Lemma 2.2.15.** If it is possible to reduce a \( \lambda \)-term to a value, then call-by-name evaluation terminates.

For example, let us consider the term \( (\lambda y. I) \Omega \) where \( \Omega := (\lambda x. xx)\lambda x.xx \). If we perform call-by-value evaluation, then it results in an infinite loop.

\[
(\lambda y. I)\Omega \equiv (\lambda y. I)((\lambda x.xx)\lambda x.xx)
\]
\[
\triangleright (\lambda y. I)((\lambda x.xx)\lambda x.xx)
\]
\[
\triangleright \cdots
\]
However, call-by-name evaluation results in a normal form, because the non-terminating argument $\Omega$ is thrown away and therefore not evaluated.

$$(\lambda y.1)\Omega \Downarrow 1$$

Because unused arguments are not evaluated there is great interest in optimizations of call-by-name. Lazy evaluation is such optimization, it keeps track of the arguments and evaluates them only the first time they are required. Lazy evaluation is used in functional programming languages as Haskell and Clean. For a nice account of a formal description of a lazy evaluation semantics for the $\lambda$-calculus we refer to [Lau93].

### 2.3 The simply typed $\lambda$-calculus

If one considers an untyped $\lambda$-term as a function it does not have a fixed domain and range. To resolve this problem, typed versions of the $\lambda$-calculus were introduced. These typed $\lambda$-calculi form a foundation for many functional programming languages. In this section we describe the simply typed $\lambda$-calculus (henceforth $\lambda\to$).

**Definition 2.3.1.** Simple types are built from an infinite set of type variables $(\alpha, \beta, \ldots)$ and an implication arrow ($\to$).

$$\rho, \delta ::= \alpha \mid \rho \to \delta$$

An environment $(\Gamma, \Sigma, \ldots)$ is an association list of types indexed by $\lambda$-variables.

The most commonly used presentations of a typed $\lambda$-calculus are Church-style and Curry-style [Bar92, Goe08]. In Church-style, each abstraction is annotated by a type, for example $\lambda x : \alpha.\lambda y : \alpha \to \beta. y x$. Here, each term has a unique type because of the type annotations. Systems in Curry-style just use untyped $\lambda$-terms, hence abstractions are not annotated by types, for example $\lambda x y. y x$. Terms in such a system can have multiple types, for example $\lambda x y. y x$ can be typed with $\alpha \to (\alpha \to \beta) \to \beta$ and $\alpha \to (\alpha \to \gamma \to \gamma) \to \gamma \to \gamma$. In this thesis we study systems à la Church.

**Convention 2.3.2.** Although we study systems à la Church, we omit type annotations when they are obvious or just irrelevant.

**Definition 2.3.3.** The terms of $\lambda\to$ are inductively defined over an infinite set of variables $(x, y, \ldots)$ as follows.

$$t, r, s ::= x \mid \lambda x : \rho. t \mid ts$$

**Definition 2.3.4.** A $\lambda\to$-typing judgment $\Gamma \vdash t : \rho$ denotes that a term $t$ has type $\rho$ in an environment $\Gamma$. The derivation rules for such judgments are shown in Figure 2.4.

As the preceding definition indicates, type derivations of $\lambda\to$ have a lot in common with derivations in minimal logic. The Curry-Howard correspondence establishes a correspondence between terms and proofs and between types and logical formulas. Implication introduction corresponds to a $\lambda$-abstraction and implication elimination corresponds to an application.
Theorem 2.3.5. We have $\Gamma \vdash A$ in minimal first-order logic iff $\Gamma \vdash t : A$ for some term $t$ in $\lambda \rightarrow$.

The simply typed $\lambda$-calculus has some convenient properties, we will describe some of these properties now.

Lemma 2.3.6. (Thinning) If $\Gamma \vdash t : \rho$ and $\Delta \supseteq \Gamma$, then $\Delta \vdash t : \rho$.

Proof. By induction on the derivation $\Gamma \vdash t : \rho$.

Lemma 2.3.7. Typing in $\lambda \rightarrow$ is preserved under substitution. That is, if $\Gamma, x : \delta, \Delta \vdash t : \rho$ and $\Gamma \vdash r : \delta$, then $\Gamma, \Delta \vdash t[x := r] : \rho$.

Proof. By induction on the derivation $\Gamma, x : \delta, \Delta \vdash t : \rho$. The only interesting case is $\Gamma, x : \delta, \Delta \vdash y : \rho$. Here we distinguish the cases $y \neq x$ and $y = x$. The former case holds by assumption because $y[x := r] \equiv y$. In the latter case we also have $\rho = \delta$, so it remains to prove that $\Gamma, \Delta \vdash x[x := r] : \delta$. But we have $\Gamma \vdash r : \delta$ by assumption, so by Lemma 2.3.6 we are done.

Lemma 2.3.8. (Subject reduction) If $\Gamma \vdash t : \rho$ and $t \rightarrow t'$, then $\Gamma \vdash t' : \rho$.

Proof. This result follows from the following derivation.

$$
\frac{
\frac{
\frac{
\Gamma, x : \delta \vdash t : \rho
\quad \Gamma \vdash \lambda x.t : \delta \rightarrow \rho
\quad \Gamma \vdash r : \delta
\quad \rightarrow_{\beta}
\Gamma \vdash t[x := r] : \rho
\quad \Gamma \vdash t[x := r] : \rho
}{\Gamma \vdash (\lambda x.t)r : \rho}
}{\Gamma \vdash t[x := r] : \rho}
$$

Here we have $\Gamma \vdash t[x := r] : \rho$ by Lemma 2.3.7.

As the previous proof indicates, a $\beta$-redex corresponds to a detour in logic and $\beta$-reduction corresponds to detour elimination.

Theorem 2.3.9. $\lambda \rightarrow$ is confluent. That is, if $t_1 \rightarrow t_2$ and $t_1 \rightarrow t_3$, then there exists a term $t_4$ such that $t_2 \rightarrow t_4$ and $t_3 \rightarrow t_4$.

Proof. This result follows immediately from confluence of the untyped $\lambda$-calculus (Theorem 2.2.5) and subject reduction of $\lambda \rightarrow$ (Lemma 2.3.8).

Lemma 2.3.10. $\lambda \rightarrow$ is strongly normalizing. That is, given a term $t$ such that $\Gamma \vdash t : \rho$ for some type $\rho$, then each reduction path yields a normal form.

Proof. Proven in [GTL89, Geu08, for example].
Contrary to the untyped \( \lambda \)-calculus (Theorem 2.2.6), it is decidable whether two well-typed \( \lambda \rightarrow \)-terms are \( \beta \)-equivalent. This is done by reducing both terms to a normal form, which will terminate because \( \lambda \rightarrow \) is strongly normalizing (Lemma 2.3.10). Moreover, we know that each term has a unique normal form because \( \lambda \rightarrow \) is confluent (Lemma 2.3.8). Hence it is sufficient to test whether those normal forms are \( \alpha \)-equivalent.

In \( \lambda \rightarrow \), it is possible to encode most well-known data types (integers, lists, trees, etc.). For example, we can encode the natural numbers as the first-order Church numerals.

**Definition 2.3.11.** The type \( N_\rho \) of the first-order Church numerals over a type \( \rho \) is defined as follows.

\[
N_\rho := (\rho \rightarrow \rho) \rightarrow \rho \rightarrow \rho
\]

A natural number \( n \) is encoded by a \( \lambda \)-term as follows.

\[
c_{n,\rho} := \lambda f : \rho \rightarrow \rho. \lambda x : \rho. f(nfx)
\]

**Fact 2.3.12.** The Church numerals are well-typed. That is, \( \Gamma \vdash c_{n,\rho} : N_\rho \).

An important property of the Church numerals in \( \lambda \rightarrow \) is that closed normal forms of type \( N_\alpha \) are of the shape \( c_{n,\alpha} \) for some \( n \in \mathbb{N} \). Hence there is a one-to-one correspondence between natural numbers and closed normal forms of type \( N_\alpha \). In order to prove this result we state the following auxiliary lemma.

**Lemma 2.3.13.** Given a term \( t \) that is in normal and moreover such that \( f : \alpha \rightarrow \alpha, x : \alpha \vdash t : \rho \), then:

1. If \( \rho = \alpha \), then \( t \equiv f^n x \) for some \( n \in \mathbb{N} \).
2. If \( \rho = \gamma \rightarrow \delta \), then \( t \equiv \lambda y.r \) for a variable \( y \) and term \( r \) or \( t \equiv f \) provided that \( \gamma = \delta = \alpha \).

**Proof.** By induction on the derivation \( \Delta \vdash t : \rho \).

(var) Let \( \Gamma \vdash y : \rho \). Now \( y \equiv f \) or \( y \equiv x \) by assumption, so we are done.

(A) Let \( \Gamma \vdash \lambda y.r : \gamma \rightarrow \delta \). Now we are immediately done.

(app) Let \( \Gamma \vdash rs : \rho \) with \( \Gamma \vdash r : \delta \rightarrow \rho \) and \( \Gamma \vdash s : \delta \). Now, by the induction hypothesis, we have either \( r \equiv \lambda x.r' \) or \( r \equiv f \) provided that \( \rho = \delta = \alpha \).

In the first case we are done, because \( rs \) should be in normal form. In the latter case we also have \( s \equiv f^n x \) for some \( n \in \mathbb{N} \) by the induction hypothesis, hence \( rs \equiv f^{n+1} x \).

**Corollary 2.3.14.** Given a closed term \( t \) that is in normal form and such that \( \vdash t : N_\alpha \), then \( t \equiv c_{n,\alpha} \) for some \( n \in \mathbb{N} \).

**Proof.** This result follows immediately from Lemma 2.3.13.

Now we can define the basic operations, like the successor function, addition and multiplication functions as follows.

\[
S_\rho := \lambda n : N_\rho. \lambda f : \rho \rightarrow \rho. \lambda x : \rho. f(nfx)
\]

\[
\text{plus}_\rho := \lambda n : N_\rho. \lambda m : N_\rho. \lambda f : \rho \rightarrow \rho. \lambda x : \rho. n(f(mfx)x)
\]

\[
\text{times}_\rho := \lambda n : N_\rho. \lambda m : N_\rho. \lambda f : \rho \rightarrow \rho. n(mf)
\]
It is not too hard to extend this method of encoding to more interesting data types. For example, lists with elements of type \( \delta \) can be encoded by the type \( (\delta \to \rho \to \rho) \to \rho \to \rho \) and then a list \([r_1, \ldots, r_n]\) is encoded by the term \( \lambda f : \delta \to \rho \to \rho. \lambda x : \rho. f r_1 (f r_2 \ldots (f r_n x)) \). Moreover, binary trees with labels of type \( \delta \) can be encoded by the type \( (\delta \to \rho \to \rho \to \rho) \to \rho \to \rho \), etc. Unfortunately, the class of definable functions on these data types is quite limited since one has to fix a type \( \rho \) for each encoding. For example, the predecessor on Church numerals cannot be defined. More specifically, the \( \lambda \to \) definable functions are exactly the extended polynomials \([SU06, Geu08]\).

### 2.4 Second-order propositional logic

In first-order propositional logic it is merely possible to say something about a single formula instead of saying something about many formulas. Second-order logic has the ability to quantify over propositions and is therefore able to say something about many formulas.

**Definition 2.4.1.** Second-order proposition formulas are built from an infinite set of atoms \((X, Y, \ldots)\), an implication arrow \((\to)\) and a universal quantifier over propositions \((\forall)\).

\[
A, B ::= X \mid A \to B \mid \forall X. A
\]

We adopt the usual notion of capture avoiding substitution \( A[X := B] \) for second-order formulas.

**Definition 2.4.2.** A judgment \( \Gamma \vdash A \) is derivable in second-order propositional logic if it can be derived by the natural deduction rules shown in Figure 2.5.

For first-order propositional logic we made a distinction between minimal and intuitionistic logic. However, this distinction vanishes in second-order logic because the connective false can be defined as \( \bot := \forall P. P \) and Ex Falso Quodlibet then follows from \( \forall \)-elimination.

**Definition 2.4.3.** A judgment holds in second-order classical logic if it can be derived by minimal second-order natural deduction and Peirce’s law.

Similarly, the distinction between minimal classical second-order and classical second-order logic vanishes because Peirce’s law and double negation are logically equivalent in second-order logic.
Lemma 2.4.4. Peirce’s law $\forall XY.((X \rightarrow Y) \rightarrow X) \rightarrow X$ and double negation $\forall X.\neg\neg X \rightarrow X$ are logically equivalent.

Proof. Let us assume that Peirce’s law holds.

$$
\begin{align*}
\forall XY.((X \rightarrow Y) \rightarrow X) \rightarrow X & \quad \frac{[\neg\neg X]}{X} \quad \frac{[\neg X]}{X} \\
(X \rightarrow X) \rightarrow X & \quad \frac{X}{\neg\neg X \rightarrow X}
\end{align*}
$$

Conversely, let us assume that double negation holds.

$$
\begin{align*}
\forall X.\neg\neg X & \quad \frac{[\neg\neg X]}{X} \\
((X \rightarrow Y) \rightarrow X) & \quad \frac{X}{\neg\neg X \rightarrow Y}
\end{align*}
$$

$$
\begin{align*}
\forall X.\neg\neg X & \quad \frac{[\neg X]}{\neg\neg X} \quad \frac{X}{\neg\neg X \rightarrow X} \\
((X \rightarrow Y) \rightarrow X) & \quad \frac{X}{\forall XY.((X \rightarrow Y) \rightarrow X) \rightarrow X}
\end{align*}
$$

\[ \square \]

2.5 The second-order typed $\lambda$-calculus

In this section we discuss the second-order typed $\lambda$-calculus (henceforth $\lambda^2$), which is also known as System $\mathbf{F}$. The $\lambda^2$-calculus is basically an extension of the $\lambda\to$-calculus obtained by adding abstraction over types, which turns out to be very powerful. Abstraction over types also extends the Curry-Howard correspondence to second-order propositional logic.

As we have shown in Section 2.3, we can encode all well-known data types (integers, lists, trees, etc.) in $\lambda\to$. Unfortunately, for each encoding we had to fix a type $\rho$ and as a result the $\lambda\to$-definable functions are exactly the extended polynomials. In $\lambda^2$, we are however able to abstract over this type $\rho$ and are able to encode all primitive recursive functions [BB85].

Definition 2.5.1. Second-order types are built from an infinite set of type variables ($\alpha, \beta, \ldots$), an implication arrow ($\rightarrow$) and a universal quantifier over types ($\forall$).

$$
\rho, \delta ::\overset{\cdot}{\sim} \alpha | \rho \rightarrow \delta | \forall \alpha. \rho
$$

Definition 2.5.2. The terms of $\lambda^2$ are inductively defined over an infinite set of variables ($x, y, \ldots$) as follows.

$$
t, r, s ::\overset{\cdot}{\sim} x | \lambda x : \rho.t | ts | \lambda \alpha. t | t\rho
$$
As usual, we let $FV(t)$ and $FTV(t)$ denote the set of free variables, and free type variables of a term $t$, respectively. Moreover, the operation of capture avoiding substitution $t[x := r]$ of $r$ for $x$ in $t$ and capture avoiding substitution $t[\alpha := \rho]$ of $\alpha$ for $\rho$ in $t$ generalize to $\lambda^2$-terms in the obvious way.

**Definition 2.5.3.** A $\lambda^2$-typing judgment $\Gamma \vdash t : \rho$ denotes that a term $t$ has type $\rho$ in an environment $\Gamma$. The derivation rules for such judgments are shown in Figure 2.6.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Type Judgment</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) var</td>
<td>$x : \rho \in \Gamma$, $\Gamma \vdash x : \rho$</td>
</tr>
<tr>
<td>(b) lambda</td>
<td>$\Gamma \vdash \lambda x : \rho. t : \rho \rightarrow \delta$</td>
</tr>
<tr>
<td>(c) app</td>
<td>$\Gamma \vdash t : \rho \rightarrow \delta$, $\Gamma \vdash s : \rho$</td>
</tr>
<tr>
<td>(d) $\forall_i$</td>
<td>$\Gamma \vdash t : \rho$, $\alpha \notin FTV(\Gamma)$, $\Gamma \vdash \lambda \alpha. t : \forall \alpha. \rho$</td>
</tr>
<tr>
<td>(e) $\forall_e$</td>
<td>$\Gamma \vdash t : \forall \alpha. \rho$, $\Gamma \vdash t : \rho[\alpha := \delta]$</td>
</tr>
</tbody>
</table>

Figure 2.6: The typing rules of $\lambda^2$.

Now we can extend the Curry-Howard correspondence to second-order logic: $\forall$-introduction corresponds to a $\lambda$-abstraction over types and $\forall$-elimination corresponds to an application of a term to a type.

**Theorem 2.5.4.** We have $\Gamma \vdash A$ in minimal second-order logic iff $\Gamma \vdash t : A$ for some term $t$ in $\lambda^2$.

In Section 2.3, we did not explicitly define the notion of $\beta$-reduction for $\lambda \rightarrow \text{-terms}$. However, in $\lambda^2$ we have two kinds of lambdas, one to abstract over terms and one to abstract over types. Therefore we define the notion of $\beta$-reduction for $\lambda^2$-terms explicitly.

**Definition 2.5.5.** Reduction $t \rightarrow t'$ on $\lambda^2$-terms is defined as the compatible closure of the following rules.

- $(\lambda x : \rho. t)r \rightarrow_{\beta} t[x := r]$  
- $(\lambda \alpha. t)\rho \rightarrow_{\beta_{\forall}} t[\alpha := \rho]$  

As usual, $\rightarrow$ denotes the reflexive/transitive closure and $\Rightarrow$ denotes the reflexive/symmetric/transitive closure.

Just like the $\lambda \rightarrow$-calculus, the $\lambda^2$-calculus is confluent, satisfies subject reduction and is strongly normalizing [Bar92, SU06, Gen08].

In the preceding section, we have defined the natural numbers as first-order Church numerals over a fixed type $\rho$ as $(\rho \rightarrow \rho) \rightarrow \rho$. However, abstraction over types allows us to do this polymorphically in $\lambda^2$.

**Definition 2.5.6.** The type $\mathbb{N}$ of the second-order Church numerals is defined as follows.

$$\mathbb{N} := \forall \alpha. (\alpha \rightarrow \alpha) \rightarrow \alpha$$

A natural number $n$ is encoded by a $\lambda^2$-term $c_n$ as follows.

$$c_n := \lambda \alpha \lambda f : \alpha \rightarrow \alpha. \lambda x : \alpha. f^n x$$
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Fact 2.5.7. The Church numerals are well-typed. That is, \( \Gamma \vdash c_n : \mathbb{N} \).

In the same way as we have proven for \( \lambda \to \) we can prove that there is a one-to-one correspondence between natural numbers and closed normals forms of type \( \mathbb{N} \) in \( \lambda^2 \).

Lemma 2.5.8. Given a closed term \( t \) that is in normal form and such that \( \vdash t : \mathbb{N} \), then \( t \equiv c_n \) for some \( n \in \mathbb{N} \).

Proof. Similarly to the proof of Corollary 2.3.14. \( \square \)

Now we define the basic operations, like the successor function, addition and multiplication functions as follows.

\[
S := \lambda n : \mathbb{N}.\lambda \alpha : \mathbb{N}.\lambda f : \alpha \to \alpha.(n\alphafx)
\]

\[
\text{plus} := \lambda n : \mathbb{N}.\lambda m : \mathbb{N}.\lambda \alpha : \lambda f : \alpha \to \alpha.(n\alphafx + m\alphafx)
\]

\[
\text{times} := \lambda n : \mathbb{N}.\lambda m : \mathbb{N}.\lambda \alpha : \lambda f : \alpha \to \alpha.(n\alpha f \times m\alphafx)
\]

In order to show that \( \lambda^2 \) has more expressive power than \( \lambda \to \), we will encode primitive recursion on Church-numerals. Fortunately, primitive recursion can be encoded in terms of iteration and products. As one could see, the Church numerals basically include iteration, so we get that for free. That leaves us to encode products.

Definition 2.5.9. The product type \( \rho_1 \times \rho_2 \) is defined as follows.

\[
\rho_1 \times \rho_2 := \forall \alpha. (\rho_1 \to \rho_2 \to \alpha) \to \alpha
\]

The pair \( \langle t_1, t_2 \rangle \) of the \( \lambda^2 \)-terms \( t_1 \) : \( \rho_1 \) and \( t_2 \) : \( \rho_1 \), and the projections \( \pi_i r \) of a product \( r \) : \( \rho_1 \times \rho_2 \), are defined as follows.

\[
\langle t_1, t_2 \rangle := \lambda \alpha : \mathbb{N}.\lambda f : \alpha \to \alpha.f t_1 t_2
\]

\[
\pi_i r := r \rho_i (\lambda x_1 : \rho_1.\lambda x_2 : \rho_2. x_i)
\]

Fact 2.5.10. Pairs and projections are well-typed. That is:

1. Given terms \( t_1 : \rho_1 \) and \( t_2 : \rho_2 \), then \( \langle t_1, t_2 \rangle : \rho_1 \times \rho_2 \).
2. Given a term \( r : \rho_1 \times \rho_2 \), then \( \pi_i r : \rho_i \).

Lemma 2.5.11. Projections are defined correctly. That is, \( \pi_i \langle t_1, t_2 \rangle \to t_i \).

Proof. Let \( t_1 : \rho_1 \) and \( t_2 : \rho_1 \). Now:

\[
\pi_i \langle t_1, t_2 \rangle \equiv (\lambda \alpha : \mathbb{N}.\lambda f : \alpha \to \alpha. f t_1 t_2) \rho_i (\lambda x_1 : \rho_1.\lambda x_2 : \rho_2. x_i)
\]

\[
\to (\lambda x_1 x_2 x_i). t_1 t_2
\]

\[
\to t_i \quad \square
\]

Now we define primitive recursion in the ordinary way.

Definition 2.5.12. Given terms \( r : \rho, s : \mathbb{N} \to \rho \to \rho \) and \( t : \mathbb{N} \), then primitive recursion \( \text{rec}_\rho \ r \ s \ t \) is defined as follows.

\[
\text{rec}_\rho \ r \ s \ t := \pi_1 (t (\rho \times \mathbb{N})) (\lambda h. (s (\pi_2 h)) (\pi_1 h), S(\pi_2 h)) \langle r, c_0 \rangle
\]
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Fact 2.5.13. Primitive recursion is well-typed. That is, given terms \( t : N \), \( r : \rho \) and \( s : N \rightarrow \rho \rightarrow \rho \), then \( \text{rec}_\rho \ r \ s \ t : \rho \).

Lemma 2.5.14. Primitive recursion is defined correctly. That is, given terms \( r : \rho \) and \( s : N \rightarrow \rho \rightarrow \rho \), then:

\[
\begin{align*}
\text{rec}_\rho \ r \ s \ c_0 &= r \\
\text{rec}_\rho \ r \ s \ c_{n+1} &= s \ c_n \ (\text{rec}_\rho \ r \ s \ c_n)
\end{align*}
\]

Proof. In order to prove this result we have to generalize it slightly. Given terms \( r : \rho \), \( s : N \rightarrow \rho \rightarrow \rho \) and \( t : N \), define:

\[
\text{rec}_\rho \ r \ s \ t := t \ (\rho \times N) \ f' \ x'
\]

where \( f' := (\lambda h. (s \ (\pi_2 h)) \ (\pi_1 h), S(\pi_2 h))) \) and \( x' := (r, c_0) \). Now we also prove:

\[
\text{rec}_\rho \ r \ s \ c_n = (\text{rec}_\rho \ r \ s \ c_n, c_n)
\]

We proceed by induction on \( n \).

1. Suppose that \( n = 0 \). Now we have the following.

\[
\begin{align*}
\text{rec}_\rho \ r \ s \ c_0 & \equiv (\lambda \lambda f \lambda x. x) \ (\rho \times N) \ f' \ x' \\
& \rightarrow x'
\end{align*}
\]

So we also have \( \text{rec}_\rho \ r \ s \ c_0 = r \).

2. Suppose that \( n > 0 \). By the induction hypothesis:

\[
\begin{align*}
(\text{rec}_\rho \ r \ s \ c_n, c_n) &= \text{rec}_\rho \ r \ s \ c_n \\
& \equiv (\lambda \lambda f \lambda x. f^n x) \ f' \ x' \\
& \rightarrow f^n x'
\end{align*}
\]

Now we have the following.

\[
\begin{align*}
\text{rec}_\rho \ r \ s \ c_{n+1} & \equiv (\lambda \lambda f \lambda x. f^{n+1} x) \ (\rho \times N) \ f' \ x' \\
& \rightarrow (\lambda h. (s \ (\pi_2 h) \ (\pi_1 h), S(\pi_2 h))) \ (f^n x') \\
& \rightarrow (s \ (\pi_1 (f^n x')) \ (\pi_2 (f^n x'))), S(\pi_2 (f^n x'))) \\
& \equiv (s \ c_n \ (\text{rec}_\rho \ r \ s \ c_n), S c_n)
\end{align*}
\]

So we also have \( \text{rec}_\rho \ r \ s \ c_{n+1} = s \ c_n \ (\text{rec}_\rho \ r \ s \ c_n) \). \( \square \)

By primitive recursion we can define functions that were impossible to define in \( \lambda \rightarrow \). For example, the predecessor: \( \text{pred} := \lambda z. \text{rec}_0 \ 0 \ (\lambda xy.x) \ z \).

We can again extend this method of encoding to more interesting data types. For example, lists with elements of type \( \delta \) can be encoded by the type \( \forall \alpha. (\delta \rightarrow \alpha \rightarrow \alpha) \rightarrow \alpha \rightarrow \alpha \), binary trees with labels of type \( \delta \) by \( \forall \alpha. (\delta \rightarrow \alpha \rightarrow \alpha \rightarrow \alpha) \rightarrow \alpha \rightarrow \alpha \), etc. For an extensive discussion of these encodings we refer to [BB85].
Chapter 3

Classical logic and control operators

In this chapter we will investigate various extensions of the λ-calculus that support control mechanisms. In Section 3.1 we discuss Felleisen [FF86] and Griffin’s [Gri90] pioneering work in this field. The former was the first to define an extension of the λ-calculus with control, while the latter was the first to find out that typed λ-calculi with control operators extend the Curry-Howard isomorphism to classical logic.

Unfortunately, Felleisen’s calculus is “not pure”. That is, some rules are only allowed to be applied at the top-level rather than at arbitrary places. Because of this defect it is very hard to reason equationally about programs in their calculus. In order to repair this issue Felleisen and Hieb introduced the revised theory of control [FH92], but this theory still suffers from various weaknesses [AH08]. Therefore we will look at two alternatives: the λΔ-calculus by Rehof and Sørensen [RS94] in Section 3.2 and the λµ-calculus by Parigot [Par92] in Section 3.3.

Finally, in Section 3.5 we will discuss CPS-translations, a way to simulate control in a system without it.

3.1 The λC-calculus

In this section we present the λC-calculus by Felleisen et al. [FF86] [FFKD87] and the corresponding typing rules by Griffin [Gri90]. Before we present the typed λC-calculus, we present its untyped version, which basically extends the λv-calculus with unary operators C and A.

Definition 3.1.1. Untyped λC-terms are inductively defined over an infinite set of variables (x, y, ...) as follows.

\[ t, r, s ::= x \mid \lambda x.t \mid ts \mid Ct \mid At \]

The control operators A and C abort the current evaluation context and resume in an empty evaluation context. Whereas the operator A discards the
current context, the operator $C$ stores it for invocation at a later time. This behavior is best described by the following evaluation strategy.

**Definition 3.1.2.** Call-by-value evaluation $t \triangleright t'$ on terms $t$ and $t'$ is defined as the union of the following rules.

- $E[(\lambda x.t)v] \triangleright_{\beta_C} E[t[x := v]]$
- $E[At] \triangleright_{\lambda} t$
- $E[Ct] \triangleright_{C} t(\lambda x.AE[x])$

Here, $E$ is a call-by-value evaluation context (Definition 2.2.13).

Again we have to verify that we have indeed specified a deterministic evaluation strategy.

**Lemma 3.1.3.** Each closed $\lambda$-term is either a value or can be written uniquely as $E[(\lambda x.t)v]$, $E[At]$ or $E[Ct]$ where $E$ is a call-by-value evaluation context.

Whenever the $\triangleright_{C}$-rule is applied, it stores the current evaluation context $E$ as $\lambda x.AE[x]$. At a later moment the program is able to invoke the term $\lambda x.AE[x]$ and thereby jump back to the evaluation context $E$. It is essential that the operator $\lambda$ is present, because on invocation of $\lambda x.AE[x]$, it makes sure that the current context is discarded and that the program jumps back to the required evaluation context.

Using these control operators we can mimic the control operators catch and throw in the $\lambda_C$-calculus as follows.

- $\text{catch } k t := C(\lambda k.kt)$
- $\text{throw } k t := kt$

Let us consider the term $E[\text{catch } k t]$. This term evaluates as follows.

- $E[\text{catch } k t] \triangleright (\lambda k.kt)(\lambda x.AE[x])$
- $\triangleright (\lambda x.AE[x])(t[k := \lambda x.AE[x]])$
- $\triangleright AE[t[k := \lambda x.AE[x]]]$
- $\triangleright E[t[k := \lambda x.AE[x]]]$  

Now, the term $\lambda x.AE[x]$ is substituted for all occurrences of the variable $k$ in $t$. Hence each subterm throw $k s$ becomes $(\lambda x.AE[x])s$. Let us see what happens when such a subterm is evaluated.

- $F[(\lambda x.AE[x])s] \triangleright F[AE[s]]$
- $\triangleright E[s]$  

As shown, the evaluation context $F$ is discarded and the program resumes in the context $E$, which is the context that we have stored during evaluation of the corresponding catch. Hence, this simulation mimics the behavior of catch and throw as we have described in Section 1.1.

It is interesting to remark that the control operator $\lambda$ is superfluous since it can be simulated by $C$. 

Lemma 3.1.4. The control operator $A$ can be simulated by $C$ as follows.

$$A t := C (\lambda k. t)$$

provided that $k \not\in \text{FV}(t)$.

Proof. $E[A t] \equiv E[C (\lambda k. t)] \triangleright (\lambda x. A E[x]) \triangleright t$. 

For a long time people thought that the Curry-Howard correspondence was limited to minimal logic. But in 1990 Griffin [Gri90] discovered that the Curry-Howard correspondence can be extended to classical logic by incorporation of control operators. First we extend simple types with a basic type $\bot$ and present $\lambda_C$-terms in Church style.

Definition 3.1.5. Intuitionistic types are built from an infinite set of type variables ($\alpha, \beta, \ldots$), a basic type ($\bot$) and an implication arrow ($\to$).

$$\rho, \delta ::= \bot | \alpha | \rho \to \delta$$

Definition 3.1.6. The terms of $\lambda_C \rightarrow$ are inductively defined over an infinite set of variables ($x, y, \ldots$) as follows.

$$t, r, s ::= x | \lambda x: \rho. t | ts | C_\rho t | A_\rho t$$

Here, $\rho$ ranges over intuitionistic types.

Definition 3.1.7. A $\lambda_C \rightarrow$-typing judgment $\Gamma \vdash t : \rho$ denotes that a term $t$ has type $\rho$ in an environment $\Gamma$. The derivation rules for such judgments are shown in Figure 3.1.

Figure 3.1: The typing rules of $\lambda_C \rightarrow$.

Definition 3.1.8. A $\lambda_A \rightarrow$-typing judgment $\Gamma \vdash t : \rho$ denotes that a term $t$ has type $\rho$ in an environment $\Gamma$. The derivation rules for such judgments are shown in Figure 3.1 (a-d).

Lemma 3.1.9. The simulation of the operator $A$ by $C$ is well-typed.

Proof. Let $t : \bot$, now we have $C_\rho (\lambda k : \neg\rho. t) : \rho$ as shown below.

$$t : \bot \quad \frac{\lambda k : \neg\rho. t : \neg\neg\rho}{C_\rho (\lambda k : \neg\rho. t) : \rho}$$
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Now we can extend the Curry-Howard correspondence to classical logic: the abort rule corresponds to Ex Falso Quodlibet and the control rule corresponds to double negation.

**Theorem 3.1.10.** We have $\Gamma \vdash A$ in classical logic (respectively intuitionistic logic) iff $\Gamma \vdash t : A$ for some term $t$ in $\lambda_C \rightarrow$ (respectively $\lambda_A \rightarrow$).

Unfortunately, the simulation of `catch` and `throw`, which we have described previously, is not well-typed. If we consider `throw k t : ρ` with $t : δ$, then `throw k t` should be a type cast from $δ$ to $ρ$. However, $δ$ has to be equal to $\perp$ because $k : \neg δ$. Luckily, this problem can easily be repaired.

$$\text{throw } k \ t := A(kt)$$

By addition of the control operator $A$ we have turned the `throw` into an actual type cast from $δ$ to $ρ$, so it remains to check that it still mimics the behavior of `throw`. Let us consider the term $F[\text{throw } k \ s]$ with $\lambda x.AE[x]$ substituted for $k$. This term evaluates as follows.

$$F[A((\lambda x.AE[x])s)] \triangleright (\lambda x.AE[x])s$$
$$\triangleright AE[s]$$
$$\triangleright E[s]$$

Now that we have shown that this system is capable of simulating `catch` and `throw` we will take a look at some meta theoretical properties. First we will consider subject reduction, so let us see what happens if we try to prove that the $\triangleright_A$-rule preserves typing.

$$\frac{t : \perp}{\triangleright_A \ t : \perp}$$

Here, $E[A\rho t]$ is supposed to have type $\perp$. However, closed terms of type $\perp$ do not exist by Theorem 3.1.10 and consistency of classical logic [SU06]. In order to repair this issue, Griffin altered the evaluation rules [Grif90]. In his system each term is surrounded by $C(\lambda k.k)$ and evaluation is only allowed within $C(\lambda k.k)$. The evaluation rules are as follows.

**Definition 3.1.11.** Evaluation à la Griffin $t \triangleright t'$ on terms $t$ and $t'$ is defined as the union of the following rules.

$$C(\lambda k.E[\lambda x.t]) \triangleright_{\beta_a} C(\lambda k.E[t[x := v]])$$
$$C(\lambda k.E[At]) \triangleright_{\tau_A} C(\lambda k.t)$$
$$C(\lambda k.E[Ct]) \triangleright_{\eta_c} C(\lambda k.t\lambda x.AE[x])$$
$$C(\lambda k.kv) \triangleright_{\eta_c} v \quad \text{provided } k \notin \text{FV}(v)$$

**Lemma 3.1.12.** $\lambda_C \rightarrow$ à la Griffin satisfies subject reduction.

*Proof.* First we have to prove a similar substitution lemma as we have proven for $\lambda \rightarrow$ (Lemma 2.3.7). Then we have to prove that all evaluation rules preserve typing. We treat some interesting evaluation rules.
1. The \( \triangleright_{\text{C}} \)-rule:

\[
\begin{array}{c}
\frac{ t : \neg \neg \rho \quad E : \neg \neg \delta \quad \lambda k. E[ Ct ] : \delta}{C( \lambda k. E[ Ct ] ) : \delta} \\
\frac{ E[ Ct ] : \rho}{C( \lambda k. E[ Ct ] ) : \delta} \\
\frac{ t : \neg \neg \rho}{E[ x ] : \perp} \\
\frac{ x : \rho}{A E[ x ] : \perp}
\end{array}
\]

2. The \( \triangleright_{\text{Ce}} \)-rule:

\[
\begin{array}{c}
\frac{ k : \neg \rho \quad v : \rho}{k v : \perp} \\
\frac{ \lambda k. k v : \neg \neg \rho}{C( \lambda k. k v ) : \rho} \\
\frac{ t \lambda x. A E[ x ] : \perp}{\lambda k. t \lambda x. A E[ x ] : \neg \neg \delta} \\
\frac{ C( \lambda k. t \lambda x. A E[ x ] ) : \delta}{C( \lambda k. t \lambda x. A E[ x ] ) : \delta}
\end{array}
\]

Lemma 3.1.13. \( \lambda \rightarrow \) à la Griffin is strongly normalizing.

Proof. Proven in [Gri90].

The \( \lambda \)-calculus, as presented here, is not a well-suited framework for reasoning about programs, because if we have \( r_1 \triangleright^* r_2 \) we do not necessarily have \( E[ r_1 ] \triangleright^* E[ r_2 ] \). For example, let \( E \neq \Box \), now we have \( (A I) \triangleright I \) and \( E[ Ai ] \triangleright A I \triangleright E[ I ] \). So, if we prove some property of a program \( r \), that property does not necessarily hold if we “plug” \( r \) into another program.

Various people tried to solve this problem by specifying a reduction theory instead of an evaluation strategy. Unfortunately, none of the known reduction theories is able to express the semantics in way that is adequate with respect to the \( \triangleright_{\text{C}} \)-rule [AH08]. The original reduction rules by Felleisen et al. [FFKD87] are as follows.

\[
(\lambda x. t) r \rightarrow_{\beta_e} t[ x := r ]
\]

\[
(C t) s \rightarrow_{\text{C}L} C( \lambda k. t \lambda x. A( k( x t )))
\]

\[
v( C t ) \rightarrow_{\text{C}R} C( \lambda k. t \lambda x. A( k( v x )))
\]

\[
C t \triangleright_{\text{CT}} t( x/A x )
\]

The reduction rules \( \rightarrow_{\text{C}L} \) and \( \rightarrow_{\text{C}R} \) basically lift an occurrence of the \( C \)-operator step by step to the top-level. Once it has reached the top-level, the \( \triangleright_{\text{CT}} \)-rule aborts the current continuation [AH08]. However, these rules are not satisfactory, because the \( \triangleright_{\text{CT}} \)-rule may only be applied at the top-level and moreover does not preserve typing. Felleisen and Hieb introduced the revised theory of control so as to repair these problems [FH92]. They tried to mimic the behavior of \( \triangleright_{\text{CT}} \) by the reduction rules \( \rightarrow_{\text{C}l} \) and \( \rightarrow_{\text{C}t} \).

\[
(\lambda x. t) r \rightarrow_{\beta_e} t[ x := r ]
\]

\[
(C t) s \rightarrow_{\text{C}L} C( \lambda k. t \lambda x. A( k( x t )))
\]

\[
v( C t ) \rightarrow_{\text{C}R} C( \lambda k. t \lambda x. A( k( v x )))
\]

\[
C t \rightarrow_{\text{C}t} C( \lambda k. t \lambda x. A( k x ))
\]

\[
C( \lambda k. C t ) \rightarrow_{\text{C}t} C( \lambda k. t \lambda x. A x )
\]
Unfortunately, their theory gives rise to other problems. Firstly, we can never reduce a term of the shape $Ct$ to a value, simply because there is no rule that allows to get rid of a $C$-operator at the top-level. Secondly, the $\rightarrow C$-rule can be applied infinitely many times, so this theory is (even in a simply-typed system) not strongly normalizing. For an extensive discussion of the problems related to this system we refer to [AH08].

### 3.2 The $\lambda_\Delta$-calculus

In this section we will discuss the $\lambda_\Delta$-calculus by Rehof and Sørensen [RS94]. The $\lambda_\Delta$-calculus extends ordinary $\lambda$-terms with a binder $\Delta$, which is typed by Reduction Ad Absurdum (RAA). Contrary to the $\lambda_C$-calculus, which we have discussed in the preceding chapter, this system is call-by-name and satisfies the main meta theoretical properties.

**Definition 3.2.1.** The terms of $\lambda_\Delta$ are inductively defined over an infinite set of variables $(x,y,\ldots)$ as follows.

$$t,r,s ::= x | \lambda x : \rho.t | ts | \Delta x : \rho.t$$

Here, $\rho$ ranges over intuitionistic types (Definition 3.1.5).

**Definition 3.2.2.** A $\lambda_\Delta$-typing judgment $\Gamma \vdash t : \rho$ denotes that a term $t$ has type $\rho$ in an environment $\Gamma$. The derivation rules for such judgments are shown in Figure 3.2.

![Typing rules of $\lambda_\Delta$](image)

**Figure 3.2:** The typing rules of $\lambda_\Delta$.

**Theorem 3.2.3.** $\Gamma \vdash A$ in classical logic iff $\Gamma \vdash t : A$ for some term $t$ in $\lambda_\Delta$.

**Proof.** Reduction Ad Absurdum is provable in classical logic.

$$\frac{\Gamma, \lnot A \vdash \bot}{\Gamma \vdash \lnot \lnot A}$$

For the reverse implication, we prove that double negation is inhabited in $\lambda_\Delta$. That is, for each term $t$ of type $\lnot \lnot \rho$ we can construct a term of type $\rho$.

$$\frac{\Gamma, x : \lnot \rho \vdash t : \lnot \rho}{\Gamma \vdash \Delta x.tx : \rho}$$
Definition 3.2.4. Reduction \( t \rightarrow t' \) on \( \lambda \Delta \)-terms \( t \) and \( t' \) is defined as the compatible closure of the following rules.

\[
\begin{align*}
(\lambda x.t)r & \rightarrow_\beta t[x := r] \\
(\Delta x.t)s & \rightarrow_{\Delta R} \Delta x.t[x := \lambda k.x(ks)] \\
\Delta x.xt & \rightarrow_{\Delta \eta} t \text{ provided } x \not\in \text{FV}(t) \\
\Delta x.x\Delta y.t & \rightarrow_{\Delta i} \Delta x.t[y := x]
\end{align*}
\]

As usual, \( \rightarrow \) denotes the reflexive/transitive closure and \( = \) denotes the reflexive/symmetric/transitive closure.

Before we discuss the computation contents of \( \lambda \Delta \), we introduce the following notation.

Notation 3.2.5. \( \nabla t := \Delta y.t \) provided that \( y \not\in \text{FV}(t) \).

One should think of \( \Delta x.yt \) as a combined catch and throw clause: it catches “exceptions” named \( x \) in \( t \) and finally throws the result of \( t \) to \( y \). Hence, we can mimic catch and throw as follows.

Definition 3.2.6. The terms \( \text{catch} \ k \ t \) and \( \text{throw} \ k \ t \) are defined as follows.

\[
\text{catch} \ k \ t := \Delta k.kt \\
\text{throw} \ k \ t := \nabla (kt)
\]

Lemma 3.2.7. We have the following reductions for \( \text{catch} \) and \( \text{throw} \).

1. \( (\text{throw} \ k \ t) \triangleright \rightarrow \text{throw} \ k \ t \)
2. \( \text{catch} \ k \ (\text{throw} \ k \ t) \rightarrow \text{catch} \ k \ t \)
3. \( \text{catch} \ k \ t \rightarrow t \) provided that \( k \not\in \text{FV}(t) \)

Proof. These reductions follow directly from the reduction rules of \( \lambda \Delta \), except for the first one, where an induction on the length of \( \triangleright \) is needed.

Note that we do not always have the reduction \( \text{catch} \ k \ (\text{throw} \ k \ t) \rightarrow t \), because \( t \) might also contain another \( \text{throw} \) to \( k \).

Keeping the preceding simulation of \( \text{catch} \) and \( \text{throw} \) in mind, it should be clear that \( \lambda \Delta \) is call-by-name. If we consider the term \( f (\text{throw} \ k \ t) \), the \( \text{throw} \) has to propagate all the way through \( f \). Also, if \( f \) does not use its argument, the \( \text{throw} \) will simply be ignored.

Just like the \( \lambda \rightarrow \)-calculus, the \( \lambda \Delta \)-calculus satisfies the main meta theoretical properties. We state the most important properties now.

Lemma 3.2.8. \( \lambda \Delta \) is confluent.

Proof. This is proven in [RS94].

Lemma 3.2.9. \( \lambda \Delta \) satisfies subject reduction.

Proof. First we have to prove a similar substitution lemma as we have proven for \( \lambda \rightarrow \) (Lemma 2.3.7). Then we have to prove that all reduction rules preserve typing. We treat some interesting reduction rules.
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1. The $\hat{\Lambda}_{A}R$-rule:

\[
\frac{t : \bot}{\Delta x.t : \rho \to \delta} \quad \frac{s : \rho}{(\Delta x.t)s : \delta} \quad \frac{\rightarrow_{AR}}{t[x := \lambda k.x(k\delta)] : \bot}
\]

Here we have $t[x := \lambda k.x(k\delta)] : \bot$ by the substitution lemma and the following derivation.

\[
\frac{x : \neg \delta}{k : \rho \to \delta} \quad \frac{s : \rho}{ks : \delta} \quad \frac{\rightarrow_{AR}}{x(k\delta) : \bot}
\]

\[
\frac{\rightarrow_{AR}}{\lambda k.x(k\delta) : (\rho \to \delta)}
\]

2. The $\hat{\Lambda}_{A}_{\eta}$-rule:

\[
\frac{x : \neg \rho}{x \rho t : \bot} \quad \frac{\rightarrow_{AR}}{\Delta x.xt : \rho}
\]

\[
\frac{\rightarrow_{\hat{\Lambda}_{A}_{\eta}}}{t : \rho}
\]

3. The $\hat{\Lambda}_{A}_{i}$-rule:

\[
\frac{x : \neg \rho}{t : \bot} \quad \frac{\rightarrow_{AR}}{x \rho t : \bot} \quad \frac{\rightarrow_{AR}}{\Delta y.t : \rho} \quad \frac{\rightarrow_{AR}}{\Delta x.x \Delta y.t : \rho}
\]

Here we have $t[y := x] : \bot$ by the substitution lemma.

\[
\square
\]

Lemma 3.2.10. $\hat{\Lambda}_{A}$ is strongly normalizing.

Proof. This is proven in [RS94].

In this section we have described the $\hat{\Lambda}_{A}$-calculus. This system is presented by a reduction theory and satisfies the main meta theoretical properties. Also, it seems like it is able to simulate the operators catch and throw. However, Hugo Herbelin (private communication) observed some problems.

Firstly, the system is unable to get rid of consecutive $\Delta$-abstractions, e.g. in $\Delta x.\Delta y.t$. This is particularly troublesome if we add other data types to the system. For example, let us consider $\hat{\Lambda}_{A}$ extended with a type $N$ for natural numbers. In this system it would be satisfactory if closed normal forms of type $N$ are of the shape $n$, where $n$ is the numeral representing some $n \in N$ (à la Corollary 2.3.14 for $\hat{\Lambda}_{\rightarrow}$). However, this property fails for the term $\Delta x.\Delta y.x \bot$.

Let us take a look at this term’s type derivation.

\[
\frac{x : N \to \bot}{x \bot : \bot} \quad \frac{\rightarrow_{AR}}{\Delta y : \bot \to \bot \cdot x \bot : \bot} \quad \frac{\rightarrow_{AR}}{\Delta x : N \to \bot \cdot \Delta y : \bot \to \bot \cdot x \bot : N}
\]
From a logical point of view we observe that Reduction Ad Absurdum is applied twice. Of course, that has little use since it introduces an assumption \( \bot \rightarrow \bot \). Hence it would be desirable to avoid such derivations.

Secondly, let us consider \( \text{throw } k \text{ (throw } l \text{ s) } \equiv \Delta x.k \Delta y.l s \). One would expect that this term reduces to \( (\text{throw } l \text{ s}) \). However, because \( \lambda_\Delta \) does not distinguish ordinary variables from continuation variables, there is no way to determine whether \( k \) is a continuation variable for which the reduction \( \Delta x.k \Delta y.t \rightarrow \Delta x.t[y := k] \) should be allowed or \( k \) is an ordinary variable for which reduction should be disallowed.

### 3.3 The \( \lambda_\mu \)-calculus

In this section we present the \( \lambda_\mu \)-calculus by Parigot [Par92]. This system is quite similar to \( \lambda_\Delta \), however, it distinguishes ordinary variables from continuation variables and the terms are of a more restricted shape.

**Definition 3.3.1.** The terms and commands of \( \lambda_\mu \) are mutually inductively defined over an infinite set of \( \lambda \)-variables \((x, y, \ldots)\) and \( \mu \)-variables \((\alpha, \beta, \ldots)\) as follows.

\[
t, r, s ::= x \mid \lambda x : \rho . r \mid ts \mid \mu \alpha : \rho . c
\]
\[
c, d ::= [\alpha]t
\]

Here, \( \rho \) ranges over simple types (Definition 2.3.1).

**Remark 3.3.2.** The binding power of \([\alpha]t\) is weaker than \(sr\), so instead of \([\alpha](sr)\), we just write \([\alpha]sr\).

As usual, we let \( \text{FV}(t) \) and \( \text{FCV}(t) \) denote the set of free \( \lambda \)-variables and \( \mu \)-variables of a term \( t \), respectively. Moreover, \( t[x := r] \) denotes substitution of \( r \) for \( x \) in \( t \), which is capture avoiding for both \( \lambda \) and \( \mu \)-variables.

**Definition 3.3.3.** A \( \lambda_\mu \)-typing judgment \( \Gamma; \Delta \vdash t : \rho \) denotes that a term \( t \) has type \( \rho \) in an environment of \( \lambda \)-variables \( \Gamma \) and an environment of \( \mu \)-variables \( \Delta \). A typing judgment \( \Gamma; \Delta \vdash c :: \| \) denotes that a command \( c \) is typable in an environment of \( \lambda \)-variables \( \Gamma \) and an environment of \( \mu \)-variables \( \Delta \). The derivation rules for such judgments are mutually recursively defined and shown in Figure 3.3.

**Figure 3.3:** The typing rules of \( \lambda_\mu \).
Since passivate and activate always have to be applied consecutively, it is sometimes convenient to combine these rules into one rule.

\[
\Gamma; \Delta, \alpha: \rho \vdash t : \delta \\
\Gamma; \Delta \vdash \mu \alpha : \rho, \beta : \delta \in (\Delta, \alpha: \rho)
\]

We will use this rule for proofs of certain theorems in which we do not explicitly consider commands.

The typing rules of the previously discussed type systems always had a natural correspondence with some logic. That is, each typing rule corresponds exactly to one logical derivation rule. Here, we have such correspondence with a quite different logic, namely free deduction [Par92]. However, we will not present that logic here. Instead, we discuss the relation between \(\lambda\mu\) and minimal classical logic. One direction is easy.

**Lemma 3.3.4.** If we have \(\Gamma \vdash A\) in minimal classical logic, then \(\Gamma; \emptyset \vdash t : A\) for some term \(t\) in \(\lambda\mu\).

**Proof.** Peirce’s law is typable in \(\lambda\mu\). That is, for each \(t\) of type \((\rho \rightarrow \delta) \rightarrow \rho\) we can construct a term of type \(\rho\).

\[
\Gamma, x : \rho; \Delta, \alpha : \rho, \beta : \delta \vdash t : \rho \\
\Gamma, x : \rho; \Delta, \alpha : \rho, \beta : \delta \vdash [\alpha]x : \bot \\
\Gamma, x : \rho; \Delta, \alpha : \rho \vdash \mu \beta. [\alpha]x : \delta \\
\Gamma, x : \rho; \Delta, \alpha : \rho \vdash \lambda x. \mu \beta. [\alpha]x : \rho \rightarrow \delta \\
\Gamma, x : \rho; \Delta, \alpha : \rho \vdash t(\lambda x. \mu \beta. [\alpha]x) : \rho \\
\Gamma; \Delta, \alpha : \rho \vdash [\alpha](t(\lambda x. \mu \beta. [\alpha]x)) : \bot \\
\Gamma; \Delta \vdash \mu \alpha.[\alpha](t(\lambda x. \mu \beta. [\alpha]x)) : \rho
\]

One should think of the proof term \(\mu \alpha : \rho, [\alpha]t(\lambda x : \rho. \mu \beta : \delta. [\alpha]x)\) as follows. Our goal is \(\rho\), which we label \(\alpha\). Since we have \((\rho \rightarrow \delta) \rightarrow \rho\) by assumption, it suffices to prove \(\rho \rightarrow \delta\). Therefore, let us assume \(\rho\), which we label \(x\). Now our goal is \(\delta\), which we label \(\beta\). However, instead of proving goal \(\beta\) we prove an earlier goal, namely \(\alpha\), which simply follows from the assumption \(x\).

The converse is a bit harder, because \(\lambda\mu\) has two environments and minimal classical logic just one. Hence both environments should be mapped onto a single environment. If we have \(\Gamma; \Delta \vdash t : \rho\) in \(\lambda\mu\), then we certainly have \(\Gamma; \neg \Delta \vdash \rho\) in classical logic, because activate corresponds with Reduction Ad Absurdum and passivate with negation elimination. However, this does not work for minimal classical logic, because negation cannot be expressed there. So we should transform the environment \(\Delta\) in a more involved way.

**Definition 3.3.5.** Given a term \(t\) and a \(\mu\)-variable \(\beta\), then a set of simple types
t_β is defined as follows.

\[ x_β := \emptyset \]
\[ (\lambda x.t)_β := t_β \]
\[ (t.s)_β := t_β \cup s_β \]
\[ (\mu α : \rho.[γ]t)_β := t_β \text{ provided that } β \neq γ \]
\[ (\mu α : \rho.[β]t)_β := \{ ρ \} \cup t_β \]

Moreover, given a term \( t \) and an environment of \( µ \)-variables \( Σ \), then a set of simple types \( t_Σ \) is defined as follows.

\[ t_Σ := \{ σ → τ \mid τ ∈ t_β \mid β : σ \in Σ \} \]

Lemma 3.3.6. If \( Γ; ∆ \vdash t : ρ \) in \( λ_µ \), then \( Γ, t_∆, ρ \vdash ρ \) in minimal classical logic.

Proof. By induction on the derivation \( Γ; ∆ \vdash t : ρ \). The only interesting case is activate/passivate, so let \( Γ; ∆ \vdash µ α.[γ]t : ρ \) with \( Γ; ∆, α : ρ \vdash t : δ \) and \( γ : δ ∈ (∆, α : ρ) \). Now we have \( Γ, t(∆, α : ρ) \vdash δ \) by the induction hypothesis. Furthermore:

\[ t(∆, α : ρ) = t_∆ \cup \{ ρ → τ \mid τ ∈ t_α \} \]

for some simple types \( τ_1, \ldots, τ_n \). Now, by using Peirce’s law and \( → \)-introduction \( n \) times, we have:

\[ Γ, (µ α.[γ]t)_∆, ρ → τ_1, \ldots, ρ → τ_n \vdash ρ \]
\[ Γ, (µ α.[γ]t)_∆, ρ → τ_1, \ldots, ρ → τ_n-1 \vdash (ρ → τ_n) → ρ \]
\[ \ldots \vdash \ldots \]
\[ Γ, (µ α.[γ]t)_∆, ρ → τ_1 \vdash (ρ → τ_1) → ρ \]
\[ Γ, (µ α.[γ]t)_∆ \vdash ρ \]

We distinguish the cases \( α = γ \) and \( α \neq γ \). In the former case we also have \( δ = ρ \) and \( (µ α.[γ]t)_∆ = t_∆ \), so we are done. In the latter case we have \( (µ α.[γ]t)_∆ = t_∆ \cup \{ δ → ρ \} \), so by thinning and \( → \)-elimination we have:

\[ Γ, t_∆, ρ → τ_1, \ldots, ρ → τ_n \vdash δ \]
\[ Γ, (µ α.[γ]t)_∆, ρ → τ_1, \ldots, ρ → τ_n \vdash δ \]
\[ Γ, (µ α.[γ]t)_∆, ρ → τ_1, \ldots, ρ → τ_n \vdash ρ \]

\[ Γ, (µ α.[γ]t)_∆, ρ → τ_1, \ldots, ρ → τ_n \vdash ρ \]

Corollary 3.3.7. If \( Γ; ∅ \vdash t : ρ \) in \( λ_µ \), then \( Γ \vdash ρ \) in minimal classical logic.

Proof. By Lemma 3.3.6 using the fact that \( t_∅ = ∅ \).
**Definition 3.3.8.** Structural substitution $t[\alpha := \beta E]$ of a $\mu$-variable $\beta$ and a call-by-name context $E$ for a $\mu$-variable $\alpha$ is defined as follows.

\[
\begin{align*}
    x[\alpha := \beta E] & := x \\
    (\lambda x.r)[\alpha := \beta E] & := \lambda x.r[\alpha := \beta E] \\
    (ts)[\alpha := \beta E] & := t[\alpha := \beta E][s[\alpha := \beta E] \\
    (\mu\alpha.c)[\alpha := \beta E] & := \mu\alpha.c \\
    (\mu\gamma.c)[\alpha := \beta E] & := \mu\gamma.c[\alpha := \beta E] \quad \text{provided that } \gamma \neq \alpha \\
    ([\alpha]t)[\alpha := \beta E] & := [\beta][E[\alpha := \beta E]] \\
    ([\gamma]t)[\alpha := \beta E] & := [\gamma][t[\alpha := \beta E]] \quad \text{provided that } \gamma \neq \alpha
\end{align*}
\]

Structural substitution is capture avoiding for both $\lambda$- and $\mu$-variables.

**Example 3.3.9.** Consider the following examples.

1. \[(\alpha]x\mu\beta.[\gamma]ys)[\alpha := \gamma](2s) \equiv \gamma(x\mu\beta.[\gamma]ys)s
2. \[(\alpha]x\mu\beta.[\alpha]y)[\alpha := \beta](2s) \equiv \beta(x\mu\gamma.[\beta]y)
3. \[(\alpha]x\mu\beta.[\alpha]x)[\alpha := \gamma](2s) \equiv \gamma(x\mu\beta.[\gamma]zx)x

The last two examples illustrate that structural substitution is capture avoiding for both $\lambda$- and $\mu$-variables.

In this thesis we use a notion of structural substitution that is more general than Parigot’s original presentation [Par92]. In Parigot’s original presentation we have $t[\beta := \alpha]$, which renames each $\mu$-variable $\beta$ into $\alpha$, and $t[\alpha := s]$, which replaces each command $[\alpha]t$ by $[\alpha]t's$. Of course, Parigot’s notions are just instances of our definition, namely, the former corresponds to $t[\beta := \alpha \Box]$ and the latter to $t[\alpha := \alpha (\Box s)]$. Although Parigot’s presentation suffices for definition of the reduction rules, our presentation turns out to be more convenient for extensions of $\lambda\mu$ (Section 4.2) and for proving properties like confluence (Section 4.3) and strong normalization (Section 4.4).

**Definition 3.3.10.** Reduction $t \rightarrow t'$ on $\lambda\mu$-terms $t$ and $t'$ is defined as the compatible closure of the following rules.

\[
\begin{align*}
    (\lambda x.t) & \rightarrow_{\beta} t[x := r] \\
    (\mu\alpha.c) & \rightarrow_{\mu\alpha} \mu\alpha.c[\alpha := \alpha (\Box s)] \\
    \mu\alpha.[\alpha]t & \rightarrow_{\mu\alpha} t \quad \text{provided that } \alpha \notin \text{FCV}(t) \\
    [\alpha]\mu\beta.c & \rightarrow_{\mu\beta} c[\beta := \alpha (\Box s)]
\end{align*}
\]

We introduce a similar notation as for $\lambda\Delta$.

**Notation 3.3.11.** $\Theta c := \mu\gamma : \rho.c$ provided that $\gamma \notin \text{FCV}(c)$.

From a computational point of view one should think of $\mu\alpha.[\beta]t$ in the same way as of $\Delta x.yt$. It behaves like a combined catch and throw clause: it catches exceptions labeled $\alpha$ in $t$ and finally throws the results of $t$ to $\mu\beta.c$. 

Definition 3.3.12. The terms \texttt{catch}\(\alpha t\) and \texttt{throw}\(\beta s\) are defined as follows.

\[
\text{catch}\(\alpha t\) := \mu\alpha. [\alpha] t \\
\text{throw}\(\beta s\) := \Theta[\beta] s 
\]

Lemma 3.3.13. We have the following reductions for \texttt{catch} and \texttt{throw}.

1. \(E[\text{throw}\(\alpha t\)] \rightarrow \text{throw}\(\alpha t\)

2. \(\text{catch}\(\alpha\)(\text{throw}\(\alpha t\)) \rightarrow \text{catch}\(\alpha t\)

3. \(\text{catch}\(\alpha t\) \rightarrow t\) provided that \(\alpha \notin \text{FCV}(t)\)

4. \(\text{throw}\(\beta\)(\text{throw}\(\alpha s\)) \rightarrow \text{throw}\(\alpha s\)

Proof. These reductions follow directly from the reduction rules of \(\lambda\mu\), except for the first one, where an induction on the structure of \(E\) is needed.

Just like the ordinary \(\lambda\)-calculus, the \(\lambda\mu\)-calculus satisfies the main meta theoretical properties. We treat these properties now.

Lemma 3.3.14. \(\lambda\mu\) is confluent.

Parigot’s original proof sketch \[Par92\], which is based on the notion of parallel reduction by Tait and Martin-Löf, is wrong (this was first noticed by Fujita in \[Fuji97\]). As observed in \[Fuji97, BHF01\], the usual notion of parallel reduction does not extend well to \(\lambda\mu\): it only allows to prove weak confluence. But since \(\lambda\mu\) is strongly normalizing (Lemma 3.3.17) we have confluence for well-typed terms by Newman’s lemma. But confluence is a property that also holds for untyped terms, so this result is not quite satisfactory. Confluence for untyped \(\lambda\mu\)-terms can be proven by analogy to the proof in Section 4.3. For now, we postpone a discussion of the niceties of this proof.

Lemma 3.3.15. Typing is preserved under structural substitution. That is, if:

1. \(\Gamma; \Delta, \alpha : \delta \vdash t : \rho\), and,

2. \(\Gamma' ; \Delta' \vdash E[r] : \gamma\) for all environments \(\Gamma' \supseteq \Gamma\), \(\Delta' \supseteq \Delta\) and terms \(r\) such that \(\Gamma' ; \Delta' \vdash r : \delta\),

then \(\Gamma; \Delta, \beta : \gamma \vdash t[\alpha := \beta E] : \rho\).

Proof. By induction on the derivation \(\Gamma; \Delta, \alpha : \delta \vdash t : \rho\). The only interesting case is passivate, so let \(\Gamma; \Delta, \alpha : \delta \vdash [\alpha] t : \bot\) with \(\Gamma; \Delta, \alpha : \delta \vdash t : \delta\). Now we have \(\Gamma; \Delta, \beta : \gamma \vdash t[\alpha := \beta E] : \delta\) by the induction hypothesis. Thus by assumption \(\Gamma; \Delta, \beta : \gamma \vdash E[t[\alpha := \beta E]] : \gamma\), so \(\Gamma; \Delta, \beta : \gamma \vdash [\beta E][t[\alpha := \beta E]] : \bot\).

Lemma 3.3.16. \(\lambda\mu\) satisfies subject reduction.

Proof. First we have to prove a similar substitution lemma as we have proven for \(\lambda\rightarrow\) (Lemma 2.3.7). Then we have to prove that all reduction rules preserve typing. We treat some interesting reduction rules.
1. The $\rightarrow_{\mu R}$-rule:

\[
\frac{c : \emptyset}{\mu\alpha.c : \rho \rightarrow \delta} \quad \frac{s : \rho}{\mu\alpha.c[s] : \emptyset} \quad \frac{\mu\alpha.c[s] : \emptyset}{\rightarrow_{\mu R}}
\]

It remains to prove that $\Gamma; \Delta, \alpha : \delta \vdash c[\alpha := \alpha([\square s])] : \emptyset$. We proceed by
applying Lemma 3.3.15, so given contexts $\Gamma', \Delta' \supseteq \Gamma, \Delta$ and a derivation
$\Gamma'; \Delta' \vdash r : \rho \rightarrow \delta$ then we have to prove that $\Gamma'; \Delta' \vdash rs : \delta$. The required
result is shown below.

\[
\frac{\Gamma' \vdash r : \rho \rightarrow \delta}{\Gamma'; \Delta' \vdash rs : \delta}
\]

2. The $\rightarrow_{\mu\eta}$-rule:

\[
\frac{t : \rho}{[\alpha]t : \emptyset} \quad \frac{\mu\alpha.t : \rho}{\rightarrow_{\mu\eta}}
\]

3. The $\rightarrow_{\mu i}$-rule:

\[
\frac{c : \emptyset}{\mu\beta.c : \rho} \quad \frac{\mu\beta.c : \rho}{\rightarrow_{\mu i}}
\]

Here we have $c[\beta := \beta \square] : \emptyset$ by Lemma 3.3.15.

**Lemma 3.3.17.** $\lambda\mu$ is strongly normalizing.

**Proof.** This is proven in [Par97].

In Section 2.3 we have shown that various data types can be encoded in
the $\lambda\rightarrow$-calculus. Because $\lambda\rightarrow$ is a subsystem of $\lambda\mu$ we can of course reuse
that methodology. Unfortunately, as noticed in [Par92], unique representation
of data types in $\lambda\mu$ fails. For $\lambda\rightarrow$-calculus, we had a one-to-one correspondence
between closed normal forms of type $N$, and natural numbers (Corollary 2.3.14).
But this property is not preserved as the following example illustrates.

\[
\lambda f : \gamma \rightarrow \gamma.\lambda x : \gamma.\mu\alpha : \gamma.[\alpha]f(\Theta[\alpha]x)
\]

Also, in $\lambda\rightarrow$, closed normal forms of type $\rho \rightarrow \delta$ were of the shape $t \equiv \lambda x.r$, but
this result is not preserved either. For example, consider:

\[
s \equiv \mu\alpha : \gamma \rightarrow \gamma.[\alpha]\lambda x : \gamma.\Theta[\alpha]\lambda y : \gamma.y
\]

Here, $s$ computes just the identity. We see this by reducing its $\eta$-expansion.

\[
\lambda z.sz \equiv \lambda z.\mu\alpha.[\alpha]\lambda z.\Theta[\alpha]\lambda y.yz
\]

\[
\quad \rightarrow \lambda z.\mu\alpha.[\alpha](\lambda z.\Theta[\alpha](\lambda y.y)z)
\]

\[
\quad \rightarrow \lambda z.\mu\alpha.[\alpha]z
\]

\[
\quad \rightarrow \lambda z.z
\]

This example moreover indicates that adding the $\eta$-rule\(^1\) to the $\lambda\mu$-calculus

\(^1\) $\lambda z.tz \rightarrow t$ provided that $z \notin \text{FV}(t)$
results in failure of the confluence property.

3.4 The second-order $\lambda_\mu$-calculus

In this section we present the second-order $\lambda_\mu$-calculus (henceforth $\lambda^2_\mu$) by Parigot [Par92, Par97]. The $\lambda^2_\mu$-calculus is basically a combination of $\lambda_\mu$ and $\lambda^2$. Moreover, it extends the Curry-Howard correspondence to second-order classical propositional logic.

**Definition 3.4.1.** The terms and commands of $\lambda^2_\mu$ are mutually inductively defined over an infinite set of $\lambda$-variables ($x, y, \ldots$) and $\mu$-variables ($\alpha, \beta, \ldots$) as follows.

$$t, r, s ::= x | \lambda x : \rho \cdot r | ts | \lambda \gamma.t | tp | \mu \alpha : \rho \cdot c$$

$$c, d ::= [\alpha]t$$

Here, $\rho$ ranges over second-order types (Definition 2.5.1).

**Remark 3.4.2.** Note that we may the names $\alpha$ and $\beta$ for both type variables and $\mu$-variables. However, it will always be clear whether we mean a type variable or $\mu$-variable.

As usual, we let $\text{FV}(t)$, $\text{FCV}(t)$ and $\text{FTV}(t)$ denote the set of free $\lambda$-variables, free $\mu$-variables and free type variables of a term $t$, respectively. Moreover, the operation of capture avoiding substitution $t[x := r]$ of $r$ for $x$ in $t$ and capture avoiding substitution $t[\alpha := \rho]$ of $\rho$ for $\alpha$ in $t$ generalize to $\lambda^2_\mu$-terms in the obvious way.

**Definition 3.4.3.** A $\lambda^2_\mu$-typing judgment $\Gamma; \Delta \vdash t : \rho$ denotes that a term $t$ has type $\rho$ in an environment of $\lambda$-variables $\Gamma$ and an environment of $\mu$-variables $\Delta$. A typing judgment $\Gamma; \Delta \vdash c : \|\|$ denotes that a command $c$ is typable in an environment of $\lambda$-variables $\Gamma$ and an environment of $\mu$-variables $\Delta$. The derivation rules for such judgments are mutually recursively defined and shown in Figure 3.4.

\[
\begin{align*}
\text{axiom} & : \quad \Gamma; \Delta \vdash x : \rho \\
\text{lambda} & : \quad \Gamma; \Delta \vdash \lambda x : \rho \cdot t : \rho \rightarrow \delta \\
\text{app} & : \quad \Gamma; \Delta \vdash t : \rho \rightarrow \delta \\
\text{forall} & : \quad \Gamma; \Delta \vdash \forall \gamma.t : \forall \gamma.\rho \\
\text{activate} & : \quad \Gamma; \Delta, \alpha : \rho \vdash c : \| \\
\text{passivate} & : \quad \Gamma; \Delta \vdash \mu \alpha : \rho \cdot c : \rho \quad \alpha : \rho \in \Delta \\
\end{align*}
\]

Figure 3.4: The typing rules of $\lambda^2_\mu$.
In order to extend the Curry-Howard correspondence to second-order classical logic we have to show that $\lambda^2$-judgments correspond to judgments in second-order classical logic. As we have seen in the Section 3.3, a similar result for the simply-typed $\lambda$-$\mu$-calculus took quite some work. In a second-order system it becomes easier because we can define a connective false. So, if we have $\Gamma; \Delta \vdash t : \rho$ in $\lambda^2$, then we have $\Gamma; \neg \Delta \vdash \rho$ in second-order classical logic, because activate corresponds with Reduction Ad Absurdum and passivate with negation elimination. For the converse we have to show that Peirce’s law is inhibited in $\lambda^2_\mu$, this result is similar to Lemma 3.3.4.

Theorem 3.4.4. We have $\Gamma; \neg \Delta \vdash A$ in second-order classical propositional logic iff $\Gamma; \Delta \vdash t : A$ for some term $t$ in $\lambda^2_\mu$.

For this extension we already see that our definition of structural substitution pays off: we just have to extend call-by-name contexts with a new constructor.

Definition 3.4.5. A $\lambda^2_\mu$-context is defined as follows.

$$ E ::= \Box | Et | E\rho $$

Now we generalize the notion of substitution $E[s]$ of $s$ for the hole $\Box$ in $E$ and the notion of structural substitution $t[\alpha := \beta E]$ of $\beta E$ for $\alpha$ in $t$ in a straightforward way.

Definition 3.4.6. Reduction $t \rightarrow t'$ on $\lambda^2_\mu$-terms $t$ and $t'$ is defined as the compatible closure of the rules displayed in Figure 3.5. As usual, $\rightarrow^+$ denotes the transitive closure, $\rightarrow$ denotes the reflexive/transitive closure and $=$ denotes the reflexive/symmetric/transitive closure.

$$(\lambda x. t) r \rightarrow_\beta t[x := r]$$

$$(\lambda \gamma. t) \rho \rightarrow_{\rho \gamma} t[\gamma := \rho]$$

$$(\mu \alpha. c)s \rightarrow_{\mu \alpha} \mu \alpha.c[\alpha := \alpha (\Box s)]$$

$$\mu \alpha.c \rho \rightarrow_{\nu \alpha} \mu \alpha.c[\alpha := \alpha (\Box \rho)]$$

$$(\mu \alpha. \nu \beta. c) t \rightarrow_{\mu \beta} t \text{ provided that } \alpha \notin \text{FCV}(t)$$

$$[\alpha]\mu \beta. c \rightarrow_{\mu \beta} c[\beta := \alpha \Box]$$

Figure 3.5: The reduction rules of $\lambda^2_\mu$.

Just like the $\lambda_{\mu}$- and $\lambda^2$-calculus, the $\lambda^2_\mu$-calculus is confluent, satisfies subject reduction and is strongly normalizing \cite{Par92,Par97}. However, we will not go into further details here.

Just as in $\lambda_{\mu}$, we do not have unique representation of data types. This property fails because of the same reasons as we have shown in Section 3.3. However, in \cite{Par93}, this defect is solved by means of the output operator $\Phi$, which extracts the actual numeral from a $\lambda^2_\mu$-term.

Definition 3.4.7. The output operator $\Phi$ is defined as follows.

$$\Phi ::= \lambda n.n ((N \rightarrow N) \rightarrow N) \hat{S} \hat{0}$$

Here, $\hat{0} := \lambda k.kc_0$ and $\hat{S} := \lambda k h. (\lambda l. h (Sl))$. 
Fact 3.4.8. The output operator $\Phi$ is well-typed. That is $\hat{0} : (N \rightarrow N) \rightarrow N$, $\hat{S} : ((N \rightarrow N) \rightarrow N) \rightarrow (N \rightarrow N) \rightarrow N$ and $\Phi : N \rightarrow N$.

Lemma 3.4.9. Given a closed term $t : N$, then $\Phi t \Rightarrow c_m$ for some $m \in \mathbb{N}$.

Proof. Proven in [Par93].

To illustrate the behavior of the output operator $\Phi$, we will apply it to the term $t \equiv \lambda \gamma.\lambda fx.\mu \alpha.[\alpha]f(\Theta[\alpha]fx)$.

$$\Phi t \Rightarrow (\lambda fx.\mu \alpha.[\alpha]f(\Theta[\alpha]fx)) \hat{S} \hat{0}1$$

$$\Rightarrow (\mu \alpha.[\alpha]\hat{S}(\Theta[\alpha]\hat{0})1)1$$

$$\Rightarrow \mu \alpha.[\alpha]\hat{S}(\Theta[\alpha]\hat{0})1$$

$$\Rightarrow \mu \alpha.[\alpha]\hat{S}(\Theta[\alpha]\hat{0}1)$$

$$\Rightarrow \hat{S}01$$

$$\Rightarrow 1(Sc_0)$$

$$\Rightarrow Sc_0$$

$$\Rightarrow c_1$$

If we write $t$ as $t \equiv \lambda \gamma.\lambda fx.\text{catch } \alpha f(\text{throw } \alpha (fx))$, then this result is exactly what one would expect, because the $\text{throw } \alpha (fx)$ should jump to the $\text{catch}$. The idea of such a output operator is closely related to continuation passing style, a notion which will be explained in the next section.

3.5 Continuation passing style

Continuation passing style (CPS) is a style of programming that is suitable to make control and evaluation explicit. Therefore, it is particular useful to simulate control operators in a system without. Before we present such a simulation of $\lambda^2_\mu$ in $\lambda^3$ we explain the basic idea of CPS.

In direct style, the most commonly used style of programming, a function just returns its result. For example, let us consider the following program, which takes a number $n$ and computes the Fibonacci number $F(n)$, in direct style.

```
let rec fib n = match n with
| 0 -> 0
| 1 -> 1
| SSm -> fib (Sm) + fib m
```

In order to compute the Fibonacci number $F(SSm)$, it has to make recursive calls to both $\text{fib } (Sm)$ and $\text{fib } m$, hence this program is not primitive recursive.

In continuation passing style each function is parametrized by a function, the so called continuation, which is invoked with the function’s result. Now we will use CPS to write a primitive recursive program that computes the Fibonacci numbers$^2$.

$^2$Alternatively, one could let $\text{fib2 } n$ yield a pair of $F(n)$ and $F(n + 1)$. 
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let fib \( n = \text{fib2} \ n \ (\lambda kl.k) \)

let rec fib2 \( n f = \text{match} \ n \text{ with} \)
| 0 -> f 0 1
| S m -> fib2 \( m \ (\lambda kl.f \ l \ (k + l)) \)

Now, instead of returning its result, evaluation of \( \text{fib2} \ n f \) invokes the function \( f \) with the Fibonacci numbers \( F(n) \) and \( F(n+1) \). To use the function \( \text{fib2} \) in direct style, we have to apply the so called top-level continuation \((\lambda kl.k)\), which picks the Fibonacci number \( F(n) \). Let us illustrate the behavior of this program by computing the second Fibonacci number.

\[
\begin{align*}
\text{fib} \ 2 & \equiv \text{fib2} \ 2 \ (\lambda k_2 l_2. (\lambda k_1 l_1 k_1) l_2 (k_2 + l_2)) \\
& \rightarrow \text{fib2} \ 1 \ (\lambda k_2 l_2. (\lambda k_1 l_1 k_1) l_2 (k_2 + l_2)) \\
& \rightarrow \text{fib2} \ 0 \ (\lambda k_2 l_2. (\lambda k_1 l_1 k_1) l_2 (k_2 + l_2)) (k_3 + l_3) \\
& \rightarrow (\lambda k_2 l_2. (\lambda k_1 l_1 k_1) l_2 (k_2 + l_2)) 0 1 \\
& \rightarrow (\lambda k_1 l_1 k_1) (0 + 1) (1 + (0 + 1)) \\
& \rightarrow 0 + 1 \\
& \rightarrow 1
\end{align*}
\]

Notice that the continuation is behaving as a stack that contains the remainder of the required computation.

More interestingly, CPS can be used to simulate control and evaluation order. This idea originates from Plotkin who used CPS to simulate the \( \lambda \nu \)-calculus in the ordinary \( \lambda \)-calculus \([Plo75]\). Plotkin’s CPS-translation parametrizes each subterm \( t \) with a function that, when invoked with the result of \( t \), returns the overall result.

First we list some desired theoretical properties of CPS-translations. Therefore, let \( t^\circ \) denote some CPS-translation of an arbitrary term \( t \) in some source system \( \mathcal{S} \) (e.g. \( \lambda^2 \)) into some target system \( \mathcal{T} \) (e.g. \( \lambda^2 \)) and let \( \rho^\circ \) denote a corresponding translation for types.

**Soundness.** If \( t_1 = t_2 \) in \( \mathcal{S} \), then \( t_1^\circ = t_2^\circ \) in \( \mathcal{T} \).

**Completeness.** If \( t_1^\circ = t_2^\circ \) in \( \mathcal{T} \), then \( t_1 = t_2 \) in \( \mathcal{S} \).

**Preservation of reduction.** If \( t_1 \rightarrow t_2 \) in \( \mathcal{S} \), then \( t_1^\circ \rightarrow^+ t_2^\circ \) in \( \mathcal{T} \).

**Preservation of typing.** If \( \Gamma \vdash t : \rho \) in \( \mathcal{S} \), then \( \Gamma^\circ \vdash t^\circ : \rho^\circ \) in \( \mathcal{T} \).

Now we will relate the previously described theoretical properties to actual applications of CPS-translations.

1. Type preserving CPS-translations can be used to give an interpretation of classical logic in intuitionistic logic. We will give an interpretation of second-order classical propositional logic in minimal second-order propositional logic in this section.
2. In order to show that $S$ has certain expressive power, it is sufficient to embed $S$ into $T$, where $T$ is a system whose expressive power is already known. This can be achieved by means of a sound CPS-translation which is also adequate with respect to encoding of data types. An example of such embedding will be given in Section 4.5.

3. Instead of proving a certain property of terms in system $S$, one could prove that property, using a CPS-translation, in system $T$. Here it is essential that the CPS-translation is both sound and complete.

4. Strong normalization proofs are usually quite a lot of work. However, a reduction preserving CPS-translation of $S$ into $T$ can be used in case $T$ is known to be strongly normalizing. Here we reason by contradiction. We assume that an infinite reduction sequence in $S$ exists and translate it into an infinite reduction sequence in $T$. However, $T$ is strongly normalization, so we obtain a contradiction. Furthermore, the system $T$ is usually only strongly normalizing for well-typed terms, so we need a CPS-translation that is type preserving as well.

In the remainder of this section we will present a sound and type preserving CPS-translation of $\lambda^2$ into $\lambda^2$. First we present the translation of types, which is also known as the Kolmogorov double negation translation.

**Definition 3.5.1.** Given a type $\tau$, then let $\neg\rho$ denote $\rho \rightarrow \tau$. Now given a type $\rho$, then the negative translation $\rho^\circ$ of $\rho$ is mutually inductively defined with $\rho^\bullet$ as follows.

\[
\begin{align*}
\rho^\circ & := \neg\neg\rho^\bullet \\
\alpha^\bullet & := \alpha \\
(\rho \rightarrow \delta)^\bullet & := \rho^\circ \rightarrow \delta^\circ \\
(\forall \alpha. \rho)^\bullet & := \forall \alpha. \rho^\circ
\end{align*}
\]

**Lemma 3.5.2.** Given types $\rho$ and $\delta$, then $\rho^\bullet[\alpha := \delta^\bullet] = (\rho[\alpha := \delta])^\bullet$.

*Proof.* Straightforward by induction on the structure of $\rho$.

In order to make sure that this translation makes sense, we prove that $\sigma$ is logically equivalent to $\sigma^\circ$ in second-order classical propositional logic.

**Lemma 3.5.3.** For the negative translation set $\tau = \bot$. Now we have $\Gamma \vdash \sigma \rightarrow \sigma^\circ$ and $\Gamma \vdash \sigma^\circ \rightarrow \sigma$ in second-order classical propositional logic.

*Proof.* Simultaneously by induction on the structure of $\sigma$.

1. Suppose that $\sigma = \alpha$. The first property is immediate. The second property follows from double negation elimination.

2. Suppose that $\sigma = \rho \rightarrow \delta$. Now, by the induction hypothesis, we have $\Gamma \vdash \rho \rightarrow \rho^\circ$, $\Gamma \vdash \rho^\circ \rightarrow \rho$, $\Gamma \vdash \delta \rightarrow \delta^\circ$ and $\Gamma \vdash \delta^\circ \rightarrow \delta$ for each environment $\Gamma$. Hence $\Gamma \vdash (\rho \rightarrow \delta) \rightarrow (\rho \rightarrow \delta)^\circ$ as shown below.
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\[ ¬(\rho \rightarrow \delta) \]

\[ \delta \rightarrow \delta^o \]

\[ \frac{\rho \rightarrow \rho}{\delta} \]

\[ [\rho] \rightarrow \rho \]

\[ \delta^o \rightarrow \delta^o \]

\[ \frac{\rho \rightarrow \delta}{\delta^o} \]

\[ (\rho \rightarrow \delta) \rightarrow (\rho \rightarrow \delta)^o \]

Moreover, we have \( \Gamma \vdash (\rho \rightarrow \delta)^o \rightarrow \rho \rightarrow \delta \) as shown below.

\[ (\rho \rightarrow \delta)^o \rightarrow \delta^o \]

\[ \frac{\rho \rightarrow \rho^o}{\delta^o} \]

\[ [\rho \rightarrow \delta^o] \rightarrow \delta \]

\[ \frac{\rho^o \rightarrow \delta}{\delta^o} \]

\[ \frac{[\rho \rightarrow \delta^o]}{\neg(\rho \rightarrow \delta)^o} \]

3. Suppose that \( \sigma = \forall \alpha.\rho \). This case is similar to the preceding case.

Now we define the actual CPS-translation of \( \lambda^2_\mu \) into \( \lambda^2 \). This translation is pretty much straightforward keeping in mind that the CPS-translation of each subterm \( t \) takes a continuation that has to be invoked with the value of \( t \).

**Definition 3.5.4.** Given a \( \lambda^2_\mu \)-term \( t \), then the CPS-translation \( t^o \) of \( t \) into \( \lambda^2 \) is inductively defined as follows.

\[
x^o := \lambda k.x^k \\
(\lambda x.t)^o := \lambda k.(\lambda x.t^o)^k \\
(tr)^o := \lambda k.t^o(\lambda l.l^o k^o) \\
(\lambda \gamma.t)^o := \lambda k.(\lambda \gamma.t^o)^k \\
(tp)^o := \lambda k.t^o(\lambda l.l^o p^o k^o) \\
(\mu \alpha.c)^o := \lambda k_{\alpha^o}.c^o \\
([\alpha]t)^o := t^o k_{\alpha^o}
\]

Here, \( k_{\alpha^o} \) is a fresh \( \lambda \)-variable for each \( \mu \)-variable \( \alpha \).

Let us take a look at the application case. Here we take a continuation \( k \), which has to be invoked with the value of \( tr \). In order to obtain such a value, the term \( t \) has to be reduced to a value. To do so, we have to supply it with a continuation that will be invoked with the value of \( t \). We can construct such a continuation by taking the value \( l \) of \( t \). The variable \( l \), which gets bound with the value of \( t \), again needs a continuation. The natural choice is \( r^o \), but now \( l^o \) expects a continuation that should be invoked with the value of \( tr \). Of course, that should be \( k \).

If we would consider a call-by-value system instead, then the translation of the application becomes \( (tr)^o := \lambda k.r^o(\lambda m.t^o(\lambda l.l^o m^o k^o)).n \). This translation ensures that \( r \) is reduced to a value before further reduction may happen.
Lemma 3.5.5. The translation from $\lambda^2$ into $\lambda^2$ preserves typing. That is:

$$
\Gamma; \Delta \vdash \color{red}{t} : \rho \text{ in } \lambda^2_p \implies \Gamma^\circ, \Delta^\circ \vdash t^\circ : \rho^\circ \text{ in } \lambda^2
$$

where $\Gamma^\circ = \{ x : \rho^\circ \mid x : \rho \in \Gamma \}$ and $\Delta^\circ = \{ k_\alpha : \neg \rho^\ast \mid \alpha : \rho \in \Delta \}$.

Proof. We prove that we have $\Gamma; \Delta \vdash \color{red}{t}$ and $\Gamma; \Delta \vdash c : \perp$ by mutual induction on the derivations $\Gamma^\circ, \Delta^\circ \vdash t^\circ : \rho^\circ$ and $\Gamma^\circ, \Delta^\circ \vdash t^\circ : \perp$, respectively.

(var) Let $\Gamma; \Delta \vdash \color{red}{x} : \rho$ such that $x : \rho \in \Gamma$. Now we have $x : \rho^\circ \in \Gamma^\circ$ and so $\Gamma^\circ, \Delta^\circ \vdash x^\circ : \rho^\circ$ as shown below.

\[
\begin{array}{c}
\frac{x : \rho^\circ \quad \color{red}{k} : \neg \rho^\ast}{\lambda k.xk : \rho^\circ}
\end{array}
\]

($\lambda$) Let $\Gamma; \Delta \vdash \color{red}{\lambda x.t} : \rho \to \delta$ with $\Gamma, x : \rho, \Delta \vdash \color{red}{t} : \delta$. Now $\Gamma^\circ, x : \rho^\circ, \Delta^\circ \vdash t^\circ : \delta^\circ$ by the induction hypothesis. So $\Gamma^\circ, \Delta^\circ \vdash (\lambda x.t)^\circ : (\rho \to \delta)^\circ$ as shown below.

\[
\begin{array}{c}
k : \neg(\rho \to \delta)^\ast \\
\hline
\frac{k(\lambda x.t^\circ) : \perp}{\lambda k(\lambda x.t^\circ) : (\rho \to \delta)^\circ}
\end{array}
\]

(app) Let $\Gamma; \Delta \vdash \color{red}{tr} : \delta$ with $\Gamma ; t : \rho \to \delta$ and $\Gamma ; s : \rho$. Now we have $\Gamma^\circ, \Delta^\circ \vdash t^\circ : (\rho \to \delta)^\circ$ and $\Gamma^\circ, \Delta^\circ \vdash r^\circ : \rho^\circ$ by the induction hypothesis. So $\Gamma^\circ, \Delta^\circ \vdash tr^\circ : \delta^\circ$ as shown below.

\[
\begin{array}{c}
l : \rho^\circ \to \delta^\circ \\
\hline
\frac{t^\circ \cdot (\rho \to \delta)^\circ}{\lambda l.t^\circ k : \perp}
\end{array}
\]

\[
\begin{array}{c}
\frac{\lambda l.t^\circ k : \perp}{\lambda k.t^\circ(\lambda l.t^\circ k) : \delta^\circ}
\end{array}
\]

($\forall_i$) Let $\Gamma; \Delta \vdash \color{red}{\lambda \gamma.t} : \forall \gamma.\rho$ with $\Gamma; \Delta \vdash \color{red}{t} : \rho$. Now $\Gamma^\circ, \Delta^\circ \vdash t^\circ : \rho^\circ$ by the induction hypothesis. So $\Gamma^\circ, \Delta^\circ \vdash (\lambda \gamma.t)^\circ : (\forall \gamma.\rho)^\circ$ as shown below.

\[
\begin{array}{c}
k : \neg(\forall \gamma.\rho)^\ast \\
\hline
\frac{k(\lambda \gamma.t^\circ) : \perp}{\overline{k}(\lambda \gamma.t^\circ) : (\forall \gamma.\rho)^\circ}
\end{array}
\]

($\forall_e$) Let $\Gamma; \Delta \vdash t_\gamma : \rho[\gamma := \delta]$ with $\Gamma; \Delta \vdash t : \forall \gamma.\rho$. Now $\Gamma^\circ, \Delta^\circ \vdash t^\circ : (\forall \gamma.\rho)^\circ$ by the induction hypothesis. So $\Gamma^\circ, \Delta^\circ \vdash t_\gamma^\circ : (\rho[\gamma := \delta])^\circ$ as shown below.
CHAPTER 3. CLASSICAL LOGIC AND CONTROL OPERATORS

\[
\frac{l : \forall \gamma . \rho^*}{l\delta^* : \rho^*[\gamma := \delta^*]} \quad \frac{k : (\neg \rho^*)[\gamma := \delta^*]}{l\delta^* k : \bot} \quad \frac{\lambda l . l\delta^* k : \bot}{l^0(\lambda l . l\delta^* k) : \bot}
\]

Here we have \((\neg \rho^*)[\gamma := \delta^*] = \neg(\rho[\gamma := \delta])^*\) by Lemma 3.5.2.

\[\text{(act)} \quad \text{Let } \Gamma; \Delta \vdash \mu \alpha . c : \rho \text{ with } \Gamma; \Delta, \alpha : \rho \vdash c : \bot. \text{ By the induction hypothesis we have } \Gamma^0, \Delta^0, k_\alpha : \neg \rho^* \vdash c^0 : \bot. \text{ So } \Gamma^0, \Delta^0 \vdash (\mu \alpha . c)^0 : \rho^0 \text{ as shown below.} \]

\[\frac{c^0 : \bot}{\lambda k . c^0 : \rho^0} \]

\[\text{(pas)} \quad \text{Let } \Gamma; \Delta \vdash [\alpha] . t : \bot \text{ with } \alpha : \delta \in \Delta. \text{ Now we have } \Gamma^0, \Delta^0 \vdash t^0 : \rho^0 \text{ by the induction hypothesis. Furthermore we have } k_\alpha : \neg \rho^* \in \Delta^0 \text{ and so } \Gamma^0, \Delta^0 \vdash ([\alpha] . t)^0 : \bot \text{ as shown below.} \]

\[\frac{t^0 : \rho^0}{k_\alpha : \neg \rho^*} \]

To prove that our CPS-translation is sound we are required to prove some auxiliary substitution lemmas first.

**Lemma 3.5.6.** Given a \(\lambda^T\)-term \(t\), then \(\lambda k.t^0 k \rightarrow t^0\).

**Proof.** This follows immediately from the Definition 3.5.4 because the CPS-translation \(t^0\) of \(t\) is of the shape \(\lambda l . l^0 t\'), so \(\lambda k . (\lambda l . l^0 t') k \rightarrow \lambda k . t'[l := k] \equiv t^0\).

**Lemma 3.5.7.** Given \(\lambda^T\)-terms \(t\) and \(r\), then \(t^0[x := r^0] \rightarrow (t[x := r])^0\).

**Proof.** By induction on the structure of \(t\). The only interesting case is \(t \equiv x\).

\[
x^0[x := r^0] \equiv (\lambda k . x^0)[x := r^0] \\
\equiv \lambda k . r^0 k \\
\rightarrow r^0 \\
\equiv (x[x := r])^0
\]

Here, step (a) holds by Lemma 3.5.6.

**Lemma 3.5.8.** Given a \(\lambda^T\)-term \(t\), then:

1. \((t[\alpha := \beta \Box])^0 \equiv t^0[k_\alpha := k_3]\)
2. \((t[\alpha := \beta \Box s])^0 \rightarrow t^0[k_\alpha := \lambda l s^0 k_3]\)
3. \((t[\alpha := \beta \Box \rho])^0 \rightarrow t^0[k_\alpha := \lambda l p^0 k_3]\)
Proof. All properties are proven by induction on the structure of $t$. The only interesting case is $c \equiv [\alpha]t$.

1. Property 1: here we have $(t[\alpha := \beta \square])^o \equiv t^o[k_\alpha := k_\beta]$ by the induction hypothesis, so:

\[
((t[\alpha := \beta \square])\alpha := \beta \square)^o \equiv t^o[k_\alpha := k_\beta]k_\beta
\]

2. Property 2: here we have $(t[\alpha := \beta (\square s)])^o \rightarrow t^o[k_\alpha := \lambda l.ls^o k_\beta]$ by the induction hypothesis, so:

\[
((t[\alpha := \beta (\square s)])\alpha := \beta (\square s))^o \equiv (t[\alpha := \beta (\square s)])(\lambda l.ls^o k_\beta)
\]

3. Property 3 is similar to property 2.

Lemma 3.5.9. The translation from $\lambda^T_\mu$ into $\lambda^T$ preserves equality. That is, given $\lambda^T_\mu$-terms $t_1$ and $t_2$ such that $t_1 = t_2$, then $t_1^o = t_2^o$.

Proof. By induction on $t_1 \rightarrow t_2$.

1. Let $(\lambda x.t)r \rightarrow t[x := r]$. Now:

\[
((\lambda x.t)r)^o \equiv \lambda k.(\lambda n.(\lambda x.t^o)\lambda l.ls^o k)
\]

\[
\rightarrow \lambda k.t^o[x := r]^o k
\]

\[
= \lambda k.t^o[x := r]^o k
\]

\[
= t[x := r]^o
\]

Here, step (a) holds by Lemma 3.5.7 and step (b) by Lemma 3.5.6.

2. The case $(\lambda_\gamma.t)\rho \rightarrow t[\gamma := \rho]$ is similar to the preceding case.

3. Let $(\mu \alpha.c)s \rightarrow \mu \alpha[c[\alpha := \alpha (\square s)]].$ Now:

\[
((\mu \alpha.c)s)^o \equiv \lambda k.(\lambda k_\alpha.c^o)\lambda l.ls^o k
\]

\[
\rightarrow \lambda k.c^o[k_\alpha := \lambda l.ls^o k]
\]

\[
= \lambda k_\alpha.c[\alpha := \alpha (\square s)]^o
\]

\[
\equiv ((\mu \alpha.c[\alpha := \alpha (\square s)])^o
\]

Here, step (a) holds by Lemma 3.5.8.

4. The case $(\mu \alpha.c)\rho \rightarrow \mu \alpha[c[\alpha := \alpha (\square \rho)]]$ is similar to the preceding case.
5. Let \( \mu \alpha.[a]t \rightarrow t \). Now:

\[
(\mu \alpha.[a]t)^{\circ} \equiv \lambda k_{\alpha}.t^{\circ}k_{\alpha}
\]

Here, step (a) holds by Lemma \ref{lemma:3.5.6}.

6. Let \([\alpha]^{\beta}.c \rightarrow c[\beta := \alpha \Box] \). Now:

\[
([\alpha]^{\beta}.c)^{\circ} \equiv (\lambda k_{\beta}.c^{\circ})k_{\alpha}
\]

Here, step (a) holds by Lemma \ref{lemma:3.5.8}.

Unfortunately, our CPS-translation does not preserve reduction. For example, we have \((\mu \alpha.[a]x)y \rightarrow \mu \alpha.[a]xy\), but not:

\[
(\mu \alpha.[a]x)^{\circ} : K \equiv \mu \alpha.[a]x : \lambda l.l^{\circ}\gamma \equiv x : K
\]

This is caused by the so called administrative reductions, which also appear in Plotkin’s CPS-translation. To repair this issue Plotkin introduced the colon translation \( t : K \) \cite{Plot75}. Here, \( t^{\circ} = \lambda k : k \) is the result of contracting all administrative redexes in \( t^{\circ} \). We can adapt Plotkin’s colon translation for \( \lambda^{\mu} \) as follows.

**Definition 3.5.10.** Given a \( \lambda^{\mu} \)-term \( t \), then the CPS-translation \( t^{\circ} \) is mutually inductively defined with the colon translation \( t : K \) as follows.

\[
\begin{align*}
(\alpha)[t]^{\circ} & := t : k_{\alpha} \\
x : K & := xK \\
(\lambda x.t) : K & := K(\lambda x.t^{\circ}) \\
(tr) : K & := t : (\lambda l.l^{\circ}r^{\circ}K) \\
(\lambda y.t) : K & := K(\lambda y.t^{\circ}) \\
(t\rho) : K & := t : (\lambda l.l^{\circ}r^{\circ}K) \\
(\mu \alpha.c) : K & := c^{\circ}[k_{\alpha} := K]
\end{align*}
\]

Here, \( k_{\alpha} \) is a fresh \( \lambda \)-variable for each \( \mu \)-variable \( \alpha \).

However, a straightforward adaption of the colon translation, like ours, does not work for the \( \lambda^{\mu} \)-calculus \cite{ND06}. Our translation is merely weakly reduction preserving, that is, one reduction step may be translated in zero reduction steps. For example, we have \((\mu \alpha.[a]x)y \rightarrow \mu \alpha.[a]xy\), but:

\[
(\mu \alpha.[a]x)K \equiv \mu \alpha.[a]x : \lambda l.(\lambda h.yh)K
\]

\[
\equiv (x : k_{\alpha})[k_{\alpha} := \lambda l.(\lambda h.yh)K]
\]

\[
\equiv x(\lambda l.(\lambda h.yh)K)
\]

\[
\equiv (x : (\lambda l.(\lambda h.yh)k_{\alpha})[k_{\alpha} := K]
\]

\[
\equiv (xy : k_{\alpha})[k_{\alpha} := K]
\]

\[
\equiv (\mu \alpha.[a]xy) : K
\]
In order to repair this issue, Ikeda and Kakazawa described an alternative CPS-translation [IN06], in which terms are not only parametrized by continuations but also by so called garbage terms. However, we will not go into the details here, and refer to [IN06] for the niceties of their translation.

On a completely different track, we refer to [dG94] and [Fuj03] for complete CPS-translations of $\lambda_\mu$. These translations are too involved to be discussed in this thesis.
Chapter 4

The $\lambda\mu$-calculus with arithmetic

In the previous chapters we have discussed various first-order typed $\lambda$-calculi with control operators, but so far, none of these systems contained basic types like the natural numbers or lists as primitives. Although the natural numbers can be encoded by first-order Church numerals in $\lambda\to$, we have already remarked that this does not yield much expressive power. The simply typed $\lambda\mu$-calculus does not extend this class of functions since each simply typed $\lambda\mu$-term can be translated back into $\lambda\to$ by CPS.

A well known extension of $\lambda\to$ is Gödel’s $T$, this system contains the natural numbers as a primitive type and primitive recursion as a primitive construct. Instead of just the extended polynomials, all functions that are provably recursive in first-order arithmetic are definable in it [SU06]. So, since arithmetic makes $\lambda\to$ much stronger, we might wonder whether we could add arithmetic to $\lambda\mu$-calulus with control as well. But to the author’s surprise and knowledge there is little evidence of research in which a typed $\lambda$-calculus is extended with both arithmetic and control operators. In the following paragraphs we will summarize relevant research.

Murthy considered a system with control operators, arithmetic, products and sums in his PhD thesis [Mur90]. But his system uses the control operators $C$ and $A$ and the semantics of these operators is specified by evaluation contexts rather than local reduction rules. He furthermore mainly considered CPS-translations and did not prove properties like confluence or strong normalization of his extended system. Crolard and Polonowski have considered a version of Gödel’s $T$ with products and call/cc in [CP09]. Unfortunately the semantics is presented by CPS-translations instead of a direct specification. Therefore properties like confluence and strong normalization are trivial because they hold for the target system already.

Barthe and Uustalu have worked on CPS-translations for inductive and coinductive types [BU02]. Their work includes a system with a primitive for iteration over the natural numbers and the control operator $\Delta$. Unfortunately only some properties of CPS-translations are proven.

Furthermore, in [RS94], Rehof and Sørensen have described an extension
of the $\lambda_\Delta$-calculus with basic constants and functions. In their extension a function $\delta : \text{function} \times \text{basic constant} \rightarrow \text{value}$ is used for the reduction rules $f b \rightarrow \delta(f, b)$ and $f \Delta x.t \rightarrow \Delta x.t[x := \lambda y.x (f y)]$. They have proven that their system is confluent, but unfortunately it is very limited. For example the primitive recursor $nrec$ takes terms, rather than basic constants, as its arguments, hence this extension cannot be used to define primitive recursion.

In this chapter we will present a Gödel’s $T$ version of the $\lambda\mu$-calculus and prove basic properties like subject reduction, confluence and strong normalization. In the Section 4.1 we will describe Gödel’s $T$ and some of its important properties. Readers that are already well known with Gödel’s $T$ can safely skip the next section and continue reading in Section 4.2.

4.1 Gödel’s T

Gödel’s $T$ (henceforth $\lambda^T$) was invented by Kurt Gödel to prove the consistency of Peano Arithmetic [SU06]. It arises from $\lambda\rightarrow$ by addition of a base type for natural numbers and a construct for primitive recursion.

Definition 4.1.1. The types of $\lambda^T$ are built from a basic type (the natural numbers) and an implication arrow ($\rightarrow$) as follows.

$\rho, \delta ::= \mathbb{N} | \rho \rightarrow \delta$

Definition 4.1.2. The terms of the $\lambda^T$ are inductively defined over an infinite set of $\lambda$-variables ($x, y, \ldots$) as follows.

$t, r, s ::= x | \lambda x : \rho.r | ts \mid 0 | St | nrec_\rho r s t$

Here, $\rho$ ranges over $\lambda^T$-types.

As one would image, the terms 0, S and $nrec$ denote zero, the successor function and primitive recursion over the natural numbers, respectively. Many presentations of Gödel’s $T$ [GTL89] for example] also include a basic type for the booleans. However a boolean type is superfluous as the booleans $\mathbf{ff}$ and $\mathbf{tt}$ can be represented by the natural numbers 0 and $\mathbf{S}0$, respectively, and the conditional $\text{bcase} r s t$ can be represented by $nrec r (\lambda x h. s) t$. Hence we will omit a boolean type so as to keep our system as simple as possible.

As usual, we let $\text{FV}(t)$ denote the set of free variables of a term $t$ and we generalize the operation of capture avoiding substitution $t[x := r]$ of $r$ for $x$ in $t$ to $\lambda^T$-terms in the obvious way.

Definition 4.1.3. A $\lambda^T$-typing judgment $\Gamma \vdash t : \rho$ denotes that a term $t$ has type $\rho$ in an environment $\Gamma$. The derivation rules for such judgments are shown in Figure 4.1.

Definition 4.1.4. Reduction $t \rightarrow t'$ on $\lambda^T$-terms $t$ and $t'$ is defined as the compatible closure of the rules displayed in Figure 4.2. As usual, $\Rightarrow$ denotes the reflexive/transitive closure and $=$ denotes the reflexive/symmetric/transitive closure.
\[ x : \rho \in \Gamma \quad \Gamma, x : \rho \vdash t : \delta \quad \Gamma \vdash t : \rho \to \delta \quad \Gamma \vdash s : \rho \]

\begin{align*}
(a) \text{ var} \quad \Gamma \vdash x : \rho \\
(b) \text{ lambda} \quad \Gamma \vdash \lambda x : \rho.t : \rho \to \delta \\
(c) \text{ app} \quad \Gamma \vdash ts : \delta \\
(d) \text{ zero} \quad \Gamma \vdash 0 : N \\
(e) \text{ suc} \quad \Gamma \vdash \text{nrec}_{\rho} r s t : \rho \\
(f) \text{nrec} \quad \Gamma \vdash \text{nrec}_{\rho} r s t : \rho \\
\end{align*}

Figure 4.1: The typing rules of \( \lambda^T \).

\[
(\lambda x.t) r \to_{\beta} t[x := r]
\]

\[
\text{nrec} r s 0 \to_{0} r \\
\text{nrec} r s (St) \to_{s} s t (\text{nrec} r s t)
\]

Figure 4.2: The reduction rules of \( \lambda^T \).

Although we do not specify a specific reduction strategy it is obviously possible to create a call-by-name and call-by-value version of \( \lambda^T \). Yet it is interesting to remark that in a call-by-value version of \( \lambda^T \) calculating the predecessor takes at least linear time while in a call-by-name version the predecessor can be calculated in constant time \cite{CF98}.

Fortunately, despite the additional features of \( \lambda^T \), the important properties of \( \lambda \) are preserved.

**Lemma 4.1.5.** \( \lambda^T \) satisfies subject reduction.

**Proof.** First we have to prove a similar substitution lemma as we have proven for \( \lambda \) (Lemma 2.3.7). Then we have to prove that all reduction rules preserve typing. We treat some interesting reduction rules.

1. The \( \to_{0} \) -rule:

\[
\begin{array}{c}
\Gamma \vdash r : \rho \quad \Gamma \vdash s : N \to \rho \to \rho \\
\text{nrec}_{\rho} r s t : \rho
\end{array}
\]

\[
\to_{0} \quad r : \rho
\]

2. The \( \to_{s} \) -rule:

\[
\begin{array}{c}
\Gamma \vdash t : N \\
\text{St} : N
\end{array}
\]

\[
\begin{array}{c}
\Gamma \vdash s : N \to \rho \to \rho \\
\Gamma \vdash r : \rho \\
\Gamma \vdash s : N \to \rho \\
\Gamma \vdash t : N \\
\text{nrec}_{\rho} r s t : \rho
\end{array}
\]

\[
\to_{s} \quad s t : \rho \\
\text{nrec}_{\rho} r s t : \rho
\]

\[
\to_{s} \quad s t (\text{nrec}_{\rho} r s t) : \rho
\]

**Lemma 4.1.6.** \( \lambda^T \) is confluent.

**Proof.** This is proven in \cite{GTL89}.

**Lemma 4.1.7.** \( \lambda^T \) is strongly normalizing.

**Proof.** This is proven in \cite{GTL89}.
Because it is convenient to be able to talk about a term representing an actual natural number we introduce the following notation.

**Notation 4.1.8.** \( \mathfrak{g} := S^0 \)

Now we introduce the notion of values for \( \lambda \) and prove that each closed term that is in normal form is a value.

**Definition 4.1.9.** Values are inductively defined as follows.

\[
v, w ::= 0 \mid S v \mid \lambda x. r
\]

**Lemma 4.1.10.** Given a term \( t \) that is in normal form and such that \( \vdash t : \rho \), then:

1. If \( \rho = \mathbb{N} \), then \( t \equiv n \) for some \( n \in \mathbb{N} \).
2. If \( \rho = \gamma \rightarrow \delta \), then \( t \equiv \lambda x. r \) for a variable \( x \) and term \( r \).

**Proof.** By induction on the derivation \( \vdash t : \rho \).

1. (var) Let \( \vdash x : \rho \) with \( x : \rho \not\in \emptyset \). Now we obtain a contradiction since \( x : \rho \not\in \emptyset \).
2. (\( \lambda \)) Let \( \vdash \lambda x. r : \gamma \rightarrow \delta \). Now we are immediately done.
3. (app) Let \( \vdash rs : \rho \) with \( \vdash r : \delta \rightarrow \rho \) and \( \vdash s : \delta \). Now we have \( r \equiv \lambda x. r' \) by the induction hypothesis. But therefore we obtain a contradiction since \( rs \) should be in normal form.
4. (zero) Let \( \vdash 0 : \mathbb{N} \). Now we are immediately done because \( 0 \equiv 0 \).
5. (suc) Let \( \vdash St : \mathbb{N} \) with \( \vdash t : \mathbb{N} \). Now we have \( t \equiv n \) for some \( n \in \mathbb{N} \) by the induction hypothesis, so \( St \equiv Sn \equiv n + 1 \).
6. (nrec) Let \( \vdash \text{nrec } rs t : \rho \) with \( \vdash t : \mathbb{N} \). Now we have \( t \equiv n \) for some \( n \in \mathbb{N} \) by the induction hypothesis. But therefore we obtain a contradiction since \( \text{nrec } rs t \) should be in normal form.

Moreover, as the following theorem indicates, it turns out that \( \lambda \) has quite some expressive power.

**Definition 4.1.11.** A function \( f : \mathbb{N}^n \rightarrow \mathbb{N} \) is representable in \( \lambda \) if there is a term \( t \) such that:

\[
t m_1 \ldots m_n = f(m_1, \ldots, m_n)
\]

**Theorem 4.1.12.** The functions definable in \( \lambda \) are exactly the functions that are provably recursive in first-order arithmetic\(^1\).

**Proof.** This is proven in [SU06]. \( \square \)

---

\(^1\)Here we are allowed to say either Peano Arithmetic (PA) or Heyting Arithmetic (HA), because a function is provably recursive in PA iff it is provably recursive in HA [SU06].
4.2 The $\lambda_T^\mu$-calculus

In this section we will present a Gödel’s T variant of Parigot’s $\lambda_{\mu}$-calculus (henceforth $\lambda_T^\mu$).

**Definition 4.2.1.** The terms and commands of $\lambda_T^\mu$ are mutually inductively defined over an infinite set of $\lambda$-variables ($x, y, \ldots$) and $\mu$-variables ($\alpha, \beta, \ldots$) as follows.

\[
t, r, s ::= x | \lambda x : \rho. r | ts | \mu \alpha : \rho.c \mid 0 \mid St \mid nrec_\rho r s t
\]

\[
c, d ::= [\alpha]t
\]

Here, $\rho$ ranges over $\lambda_T$-types (Definition 4.1.1).

As usual, we let $\text{FV}(t)$ and $\text{FCV}(t)$ denote the set of free $\lambda$-variables and $\mu$-variables of a term $t$, respectively. Moreover, the operation of capture avoiding substitution $t[x := r]$ of $r$ for $x$ in $t$ generalizes to $\lambda_T^\mu$-terms in the obvious way.

**Definition 4.2.2.** A $\lambda_T^\mu$-typing judgment $\Gamma; \Delta \vdash t : \rho$ denotes that a term $t$ has type $\rho$ in an environment of $\lambda$-variables $\Gamma$ and an environment of $\mu$-variables $\Delta$. A typing judgment $\Gamma; \Delta \vdash c : \| = \|$ denotes that a command $c$ is typable in an environment of $\lambda$-variables $\Gamma$ and an environment of $\mu$-variables $\Delta$. The derivation rules for such judgments are mutually recursively defined and shown in Figure 4.3.

\[
\begin{align*}
\Gamma; \Delta \vdash x : \rho & \quad \text{(a) axiom} \\
\Gamma; \Delta \vdash \lambda x : \rho.t : \rho \rightarrow \delta & \quad \text{(b) lambda} \\
\Gamma; \Delta \vdash t : \rho \rightarrow \delta & \quad \text{(c) app} \\
\Gamma; \Delta \vdash 0 : N & \quad \text{(d) zero} \\
\Gamma; \Delta \vdash St : N & \quad \text{(e) suc} \\
\Gamma; \Delta \vdash r : \rho & \quad \text{(f) nrec} \\
\Gamma; \Delta \vdash s : \rho & \\
\Gamma; \Delta, \Delta, \alpha : \rho \vdash c : \| = \| & \quad \text{(g) activate} \\
\Gamma; \Delta \vdash [\alpha]t : \| & \quad \text{(h) passivate}
\end{align*}
\]

Figure 4.3: The typing rules of $\lambda_T^\mu$.

In order to extend the notion of structural substitution we have to extend the notion of contexts to the language of $\lambda_T^\mu$-terms.

**Definition 4.2.3.** A $\lambda_T^\mu$-context is defined as follows.

\[
E ::= \Box | Et | SE \mid nrec r s E
\]

Now we generalize the notion of substitution $E[s]$ of $s$ for the hole $\Box$ in $E$ and the notion of structural substitution $t[\alpha := \beta E]$ of $\beta E$ for $\alpha$ in $t$ in a straightforward way.
Definition 4.2.4. Reduction \( t \rightarrow t' \) on \( \lambda^T \mu \)-terms \( t \) and \( t' \) is defined as the compatible closure of the rules displayed in Figure 4.4. As usual, \( \rightarrow^+ \) denotes the transitive closure, \( \rightarrow \) denotes the reflexive/transitive closure and \( = \) denotes the reflexive/symmetric/transitive closure.

\[
(\lambda x.t)r \rightarrow_\beta t[x := r] \\
S(\mu x.c) \rightarrow_{\mu S} \mu x.\overline{c}[\alpha := \alpha (S\square)] \\
(\mu x.c)s \rightarrow_{\mu R} \mu x.\overline{c}[\alpha := \alpha (\square s)] \\
\mu x.\overline{c}t \rightarrow_{\mu \eta} t \quad \text{provided that} \ \alpha \not\in \text{FCV}(t) \\
[\alpha]\mu x.\overline{c} \rightarrow_{\mu \varepsilon} \overline{c}[\beta := \alpha \square] \\
nrec r s 0 \rightarrow_0 r \\
nrec r s (S\square) \rightarrow_\beta S\overline{s}(\overline{nrec r s \overline{\square}}) \\
nrec r s (\mu x.c) \rightarrow_{\mu S} \mu x.\overline{c}[\alpha := \alpha (\overline{nrec r s \square})]
\]

Figure 4.4: The reduction rules of \( \lambda^T \mu \).

Lemma 4.2.5. The \( \lambda^T \mu \)-calculus satisfies subject reduction.

Proof. First we have to prove a similar substitution lemma as we have proven for \( \lambda \rightarrow \) (Lemma 2.3.7) and structural substitution lemma as we have proven for \( \lambda \mu \) (Lemma 3.3.15). Then we have to prove that all reduction rules preserve typing. We treat some interesting reduction rules.

1. The \( \rightarrow_{\mu S} \)-rule:

\[
\frac{c : \|}{\mu x.\overline{c} : \|} \quad \rightarrow_{\mu S} \quad \frac{\overline{c}[\alpha := \alpha (S\square)] : \|}{\mu x.\overline{c}[\alpha := \alpha (S\square)] : \|}
\]

Here we have \( \overline{c}[\alpha := \alpha (S\square)] : \| \) by the structural substitution lemma.

2. The \( \rightarrow_{\mu R} \)-rule:

\[
\frac{r : \rho \quad s : \text{N} \rightarrow \rho \rightarrow \rho \quad \overline{c} : \|}{\overline{nrec r s \rho} : \rho} \quad \rightarrow_{\mu R} \quad \frac{\overline{c}[\alpha := \alpha (\overline{nrec r s \square})] : \|}{\mu x.\overline{c}[\alpha := \alpha (\overline{nrec r s \square})] : \rho}
\]

It remains to prove that \( \Gamma' ; \Delta' \vdash \overline{c}[\alpha := \alpha (\overline{nrec r s \square})] : \| \). We proceed by applying the structural substitution lemma, so given contexts \( \Gamma' \supseteq \Gamma \), \( \Delta' \supseteq \Delta \) and a derivation \( \Gamma' ; \Delta' \vdash t : \text{N} \), then we have to prove that \( \Gamma' ; \Delta' \vdash \overline{nrec r s t} : \delta \). The required result is shown below.

\[
\begin{align*}
\Gamma ; \Delta \vdash r : \rho & \quad \Gamma ; \Delta \vdash s : \text{N} \rightarrow \rho \rightarrow \rho \\
\Gamma' ; \Delta' \vdash r : \rho & \quad \Gamma' ; \Delta' \vdash s : \text{N} \rightarrow \rho \rightarrow \rho \\
\Gamma' ; \Delta' \vdash \overline{nrec r s t} : \rho & \quad \Gamma' ; \Delta' \vdash t : \text{N}
\end{align*}
\]
Notice that the $\rightarrow_\mu$-rule, contrary to the corresponding rule of $\lambda^T$ (Definition 4.1.4), restricts the reduction order in way similar to call-by-value. In order to apply this rule, the third argument of $\text{rec}$ should be reduced to an actual numeral. This restriction ensures that primitive recursion is not performed on terms that might reduce to a term of the shape $\mu\alpha.c$. If we omit this restriction we lose confluence. We illustrate this by considering a variant of our system with the following rule instead.

\[ \text{rec} \, r \, s \, (S \, t) \rightarrow_\mu \, s \, t \, (\text{rec} \, r \, s \, t) \]

Now we can reduce the term $t \equiv \mu\alpha.[\alpha]\text{rec} \, 0 \, (\lambda x h.2) \, (S\Theta[\alpha]4)$ to two distinct normal forms:

\[ t \equiv \mu\alpha.[\alpha]\text{rec} \, 0 \, (\lambda x h.2) \, (S\Theta[\alpha]4) \]
\[ \rightarrow \mu\alpha.[\alpha]\Theta[\alpha]4 \]
\[ \rightarrow \mu\alpha.[\alpha]4 \rightarrow 4 \]

And:

\[ t \equiv \mu\alpha.[\alpha]\text{rec} \, 0 \, (\lambda x h.2) \, (S\Theta[\alpha]4) \]
\[ \rightarrow \mu\alpha.[\alpha](\lambda x h.2) \, (\Theta[\alpha]4) \, (\text{rec} \, 0 \, (\lambda x h.2) \, \Theta[\alpha]4) \]
\[ \rightarrow \mu\alpha.[\alpha]2 \rightarrow 2 \]

Alternatively, in order to obtain a confluent system, it is possible to remove the $\rightarrow_\mu$-rule while retaining the unrestricted $\rightarrow_\mu\mu$-rule. However, then we can construct closed terms $t : \mathbb{N}$ that are in normal form but such that $t \not\equiv n$. An example of such a term is $\mu\alpha.[\alpha]S\mu\beta.[\alpha]0$.

**Lemma 4.2.6.** Given a term $t$ that is in normal and such that $\Delta \vdash t : \rho$, then:

1. If $\rho = \mathbb{N}$, then $t \equiv n$ or $t \equiv \mu\alpha.[\beta]n$ for some $n \in \mathbb{N}$.
2. If $\rho = \gamma \rightarrow \delta$, then $t \equiv \lambda x . r$ or $t \equiv \mu\alpha.[\beta]\lambda x . r$ for some variable $x$ and term $r$.

**Proof.** By induction on the derivation $\Delta \vdash t : \rho$.

(var) Let $\Delta \vdash x : \rho$ with $x : \rho \in \emptyset$. Now we obtain a contradiction since $x : \rho \notin \emptyset$.

(λ) Let $\Delta \vdash \lambda x . r : \gamma \rightarrow \delta$. Now we are immediately done.

(app) Let $\Delta \vdash rs : \rho$ with $\Delta \vdash r : \delta \rightarrow \rho$ and $\Delta \vdash s : \delta$. Now by the induction hypothesis we have $r \equiv \lambda x . r'$ or $r \equiv \mu\alpha.[\beta]\lambda x . r'$. But since $rs$ should be in normal form we obtain a contradiction.

(zero) Let $\Delta \vdash 0 : \mathbb{N}$. Now we are immediately done because $0 \equiv 0$.

(suc) Let $\Delta \vdash S\, t : \mathbb{N}$ with $\Delta \vdash t : \mathbb{N}$. Now we have $t \equiv n$ or $t \equiv \mu\alpha.[\beta]n$ for some $n \in \mathbb{N}$ by the induction hypothesis. In the former case we are immediately done, in the latter case we obtain a contradiction because the $\rightarrow_\mu\mu$-rule can be applied.
(nrec) Let $\Delta \vdash \text{nrec } r s t : \rho$ with $\Delta \vdash t : \mathbb{N}$. Now we have $t \equiv n$ or $t \equiv \mu \alpha.[\beta]n$ for some $n \in \mathbb{N}$ by the induction hypothesis. But in both cases we obtain a contradiction because the reduction rules $\rightarrow_{\mu 0}$, $\rightarrow_{\mu S}$ and $\rightarrow_{\mu \text{r}}$ can be applied, respectively.

(act/pas) Let $\Delta \vdash \mu \alpha.[\beta]t : \rho$ with $\Delta, \alpha : \rho \vdash t : \sigma$ and $\beta : \sigma \in (\Delta, \alpha : \rho)$. We distinguish the following cases.

(a) Suppose that $\sigma = \mathbb{N}$. Now we have $t \equiv n$ or $t \equiv \mu \alpha.[\beta]n$ for some $n \in \mathbb{N}$ by the induction hypothesis. In the former case we are immediately done. In the latter case we obtain a contradiction because the $\rightarrow_{\mu \text{r}}$-rule can be applied.

(b) Suppose that $\sigma = \gamma \rightarrow \delta$. Now we have $t \equiv \lambda x.r'$ or $t \equiv \mu \alpha.[\beta]\lambda x.r'$ by the induction hypothesis. Again in the former case we are done. In the latter case we obtain a contradiction because the $\rightarrow_{\mu \text{i}}$-rule can be applied.

Lemma 4.2.7. Given a term $t$ that is in normal form and such that $\vdash t : \mathbb{N}$, then $t \equiv n$ for some $n \in \mathbb{N}$.

Proof. By Lemma 4.2.6 we obtain that $t \equiv n$ or $t \equiv \mu \alpha.[\beta]n$ for some $n \in \mathbb{N}$. In the former case we are immediately done and in the latter case we know that $\beta = \alpha$ since $t$ is closed for $\mu$-variables, hence we can apply the $\rightarrow_{\mu \text{r}}$-rule and obtain a contradiction.

In the remainder of this section we define some additional notions and prove some meta theoretical properties. These notions are essential for our proof of confluence (Section 4.3) and strong normalization (Section 4.4).

Definition 4.2.8. A singular $\lambda_\mu^T$-context is a context of the following shape.

$$E^* ::= \Box t | \Box s | \text{nrec } r s \Box$$

Using the notion of a singular context it is possible to replace the reduction rules $\rightarrow_{\mu \text{r}}$, $\rightarrow_{\mu \text{s}}$ and $\rightarrow_{\mu \text{b}}$ by one single rule (adapted from [FH92]).

$$E^*[\mu \alpha.c] \rightarrow \mu \alpha.c[\alpha := \alpha E^*]$$

As a direct consequence we have the following lemma.

Lemma 4.2.9. Given a command $c$ and context $E$, then we have:

$$E[\mu \alpha.c] \rightarrow \mu \alpha.c[\alpha := \alpha E]$$


Definition 4.2.10. Given contexts $E$ and $F$, then a context $EF$ is defined as:

$$\Box F ::= F$$

$$(Et)F ::= (EF)t$$

$$(SE)F ::= S(EF)$$

$$(\text{nrec } r s E)F ::= \text{nrec } r s (EF)$$
Lemma 4.2.11. Given contexts $E$ and $F$ and a term $t$, then we have:

$$E[F[t]] \equiv EF[t]$$

Proof. By induction on the structure of $E$. \hfill \Box

The notion of free $\lambda$-variables, free $\mu$-variables, substitution and structural substitution are generalized to contexts in the obvious way. The following lemma states some essential properties of substitution.

Lemma 4.2.12. (Structural) substitution satisfies the following properties.

1. $\mu\alpha.c \equiv \mu\beta.c[\alpha := \beta \quad \Box]$ provided that $\beta \notin \text{FCV}(c)$.
2. $t[x := r][y := s] \equiv t[y := s][x := r[y := s]]$ provided that $x \not\equiv y$, $x \notin \text{FV}(s)$.
3. $t[x := r][\beta := \beta F] \equiv t[\beta := \beta F][x := r[\beta := \beta F]]$ provided that $x \notin \text{FV}(F)$.
4. $t[\alpha := \alpha' E][y := s] \equiv t[y := s][\alpha := \alpha' E[y := s]]$ provided that $\alpha \notin \text{FCV}(s)$.
5. $t[\alpha := \alpha' E][\beta := \beta F] \equiv t[\beta := \beta' F][\alpha := \alpha' E[\beta := \beta' F]]$ provided that $\alpha \not\equiv \beta$, $\alpha' \not\equiv \beta'$, and $\alpha \notin \text{FCV}(F)$.
6. $t[\alpha := \beta E][\beta := \beta' F] \equiv t[\beta := \beta' F][\alpha := \beta' F(E[\beta := \beta' F])]$ provided that $\alpha \not\equiv \beta$, $\alpha' \not\equiv \beta'$, and $\alpha \notin \text{FCV}(F)$.
7. $t[\alpha := \beta EF] \equiv t[\alpha := \alpha F][\alpha := \beta E]$ provided that $\alpha \notin \text{FCV}(F)$. \hfill \Box

8. $t[\alpha := \beta EF] \equiv t[\alpha := \beta F][\beta := \beta E]$ provided that $\beta \notin \text{FCV}(F) \cup \text{FCV}(t)$.

Proof. All properties are proven by induction on the structure of $t$. \hfill \Box

4.3 Confluence of $\lambda^T_\mu$

To prove confluence one typically uses the notion of parallel reduction by Tait and Martin-Löf. A parallel reduction relation $\Rightarrow$ intuitively allows to contract multiple redexes in a term simultaneously. Because $\Rightarrow$ can be defined inductively and is preserved under substitution it is straightforward (by considering all critical pairs) to prove that it is confluent. Also, since $\Rightarrow$ is defined in such a way that $t \Rightarrow^* t'$ iff $t \rightarrow t'$, we obtain confluence of $\Rightarrow$ as well. To streamline proving confluence of $\Rightarrow$ one could define the complete development $t^\ast$ of each term $t$, which is obtained by contracting all redexes in $t$. Now it suffices to prove that $t \Rightarrow t'$ implies $t^\ast \Rightarrow t^\ast$. Unfortunately, as observed in [Fuji97, BH91], adopting the notion of parallel reduction in a straightforward way does not work for $\lambda_\mu$.

The resulting parallel reduction relation will only be weakly confluent and not confluent.

In this section we will focus on resolving this problem for $\lambda^T_\mu$. For an extensive discussion of parallel reduction and its application to various systems we refer to [Tak35]. Firstly, we will present the straightforward parallel reduction relation, which is obtained by extending Parigot’s parallel reduction relation [Par92] to $\lambda^T_\mu$. 
Temporary Definition 4.3.1. Parallel reduction \( t \Rightarrow t' \) on terms \( t \) and \( t' \) is mutually inductively defined with parallel reduction \( c \Rightarrow c' \) on commands \( c \) and \( c' \) as follows.

(t1) \( x \Rightarrow x \)
(t2) \( 0 \Rightarrow 0 \)
(t3) If \( t \Rightarrow t' \), then \( \lambda x.t \Rightarrow \lambda x.t' \).
(t4.1) If \( t \Rightarrow t' \) and \( r \Rightarrow r' \), then \( tr \Rightarrow t'r' \).
(t4.2) If \( t \Rightarrow t' \), then \( St \Rightarrow St' \).
(t4.3) If \( r \Rightarrow r' \), \( s \Rightarrow s' \) and \( t \Rightarrow t' \), then \( \text{nrec } s \ r \ t \Rightarrow \text{nrec } s' \ r' \ t' \).
(t5) If \( t \Rightarrow t' \) and \( r \Rightarrow r' \), then \((\lambda x.t) \ r \Rightarrow t'[x:=r'] \).
(t6.1) If \( c \Rightarrow c' \), then \( \mu c \Rightarrow \mu c' \).
(t6.2) If \( c \Rightarrow c' \) and \( s \Rightarrow s' \), then \( (\mu c) s \Rightarrow \mu c'[\alpha := \alpha \ (\mathbb{S} s')] \).
(t6.3) If \( c \Rightarrow c' \), then \( \text{S}(\mu c) \Rightarrow \mu c'[\alpha := \alpha \ (\mathbb{S} \square)] \).
(t6.4) If \( r \Rightarrow r' \), \( s \Rightarrow s' \) and \( c \Rightarrow c' \), then \( \text{nrec } r \ s \ \mu c \Rightarrow \mu c'[\alpha := \alpha \ (\text{nrec } r' \ s' \ \square)] \).
(t7) If \( t \Rightarrow t' \) and \( \alpha \notin \text{FCV}(t) \), then \( \mu \alpha.t \Rightarrow t' \).
(t8) If \( r \Rightarrow r' \), then \( \text{nrec } r \ s \ 0 \Rightarrow r' \).
(t9) If \( r \Rightarrow r' \) and \( s \Rightarrow s' \), then \( \text{nrec } s \ \ (\text{nrec } r' \ s') \Rightarrow s' \ n \ (\text{nrec } r' \ s' \ n) \).
(c1) If \( t \Rightarrow t' \), then \( [\alpha]t \Rightarrow [\alpha]t' \).
(c2) If \( c \Rightarrow c' \), then \( [\alpha]c \beta \ c \Rightarrow c'[\beta := \alpha \square] \).

Just as Parigot’s original parallel reduction relation (as observed in [Fu99]), our relation \( \Rightarrow \) as in the preceding definition is not confluent. Let us (as in [BHF01]) consider the term \( (\mu c)[\alpha][\mu \gamma, [\alpha]xy] \), this term contains both a \( (t6.2) \) and a \( (c2) \)-redex. However, after contracting the \( (t6.2) \)-redex, we obtain the term \( \mu \alpha.c[\alpha][\mu \gamma, [\alpha]xy] \), in which the \( (c2) \)-redex is stalled.

\[
\begin{array}{c}
(\mu \alpha.c[\alpha][\mu \gamma, [\alpha]xy] y \\
\mu \alpha.\alpha[\alpha] y \\
\mu \alpha.[\alpha][\mu \gamma, [\alpha]xy] y \\
\mu \alpha.\alpha[\alpha] y \\
\mu \alpha.\alpha[\alpha] y \\
\end{array}
\]

Although it is possible to prove that this relation is weakly confluent, weak confluence is not quite satisfactory. Of course, since \( \Lambda^{T}_{\mu} \) is strongly normalizing (Theorem 4.4.34), it would give confluence by Newman’s lemma. However, an untyped version of \( \Lambda^{T}_{\mu} \) is obviously not strongly normalizing (consider the term \( \Omega \)), hence we do not obtain confluence for it this way.
Baba, Hirokawa and Fujita noticed that this problem could be repaired by letting the (c2)-rule perform structural substitutions (t6.1-4) and renaming (c2) in one step [BHF01]. Their (c2)-rule is as follows.

(c2) If \( c \Rightarrow c' \) and \( E \Rightarrow E' \), then \([\alpha]E[\mu\beta.c] \Rightarrow c'[\beta := \alpha E']\).

Here \( E \) and \( E' \) are contexts and parallel reduction on contexts is defined by reducing all its components in parallel. Although they have shown that their relation for \( \lambda_{\mu} \) without the (t7) rule is confluent, it is not confluent if the (t7) rule is included. Let us (as in [BHF01]) consider the term \( \mu\alpha.[\alpha](\mu\beta.[\gamma]x)yz \).

In the conclusion of their work they suggested that this problem can be repaired by considering a series of structural substitutions (t6.1-4) as one step. This approach has been carried out successfully by Nakazawa for a call-by-value variant of \( \lambda_{\mu} \) [Nak03]. However, Nakazawa did not use the notion of complete developments. We will repeat the approach suggested by Baba et al. for \( \lambda_{\mu} \) and use the notion of complete developments.

**Definition 4.3.2.** Parallel reduction \( t \Rightarrow t' \) on terms \( t \) and \( t' \) is mutually inductively defined with parallel reduction \( c \Rightarrow c' \) on commands \( c \) and \( c' \) and parallel reduction \( E \Rightarrow E' \) on contexts \( E \) and \( E' \) as follows.

1. \( x \Rightarrow x \)
2. \( 0 \Rightarrow 0 \)
3. If \( t \Rightarrow t' \), then \( \lambda x.t \Rightarrow \lambda x.t' \).
4. If \( t \Rightarrow t' \) and \( E[s] \Rightarrow E'[s'] \), then \( E'[t] \Rightarrow E'[t'] \).
5. If \( t \Rightarrow t' \) and \( r \Rightarrow r' \), then \( (\lambda x.t)r \Rightarrow t'[x := r'] \).
6. If \( c \Rightarrow c' \) and \( E \Rightarrow E' \), then \( E[\mu\alpha.c] \Rightarrow \mu\alpha.c'[\alpha := \alpha E'] \).
7. If \( t \Rightarrow t' \) and \( \alpha \notin \text{FCV}(t) \), then \( \mu\alpha.[\alpha]t \Rightarrow t' \).
8. If \( r \Rightarrow r' \), then \( \text{nrec } r \ s \ 0 \Rightarrow r' \).
9. If \( r \Rightarrow r' \) and \( s \Rightarrow s' \), then \( \text{nrec } r \ s \ (\$t) \Rightarrow s' \ u \ (\text{nrec } r' \ s' \ u) \).
10. If \( \alpha \Rightarrow \alpha' \), then \( \text{[\alpha]t} \Rightarrow [\alpha']t' \).
11. If \( c \Rightarrow c' \) and \( E \Rightarrow E' \), then \( [\alpha]E[\mu\beta.c] \Rightarrow c'[\beta := \alpha E'] \).
12. \( \square \Rightarrow \square \)
Proof. By induction on Fact 4.3.4. Given contexts $t$ terms such that $t \Rightarrow t'$, then $E[t] \Rightarrow E'[t']$.

Fact 4.3.4. Given contexts $E$ and $E'$ such that $E \Rightarrow E'$ and terms $t$ and $t'$ such that $t \Rightarrow t'$, then $E[t] \Rightarrow E'[t']$.

Fact 4.3.5. Given a singular context $E^*$ and a context $E'$ such that $E^* \Rightarrow E'$, then $E'$ is singular too.

Fact 4.3.6. Given terms $t$ and $t'$ such that $t \Rightarrow t'$, then $x \in \text{FV}(t')$ implies $x \in \text{FV}(t)$ and $\alpha \in \text{FCV}(t')$ implies $\alpha \in \text{FCV}(t)$.

Lemma 4.3.7. Parallel reduction is preserved under substitution, that is given terms $t$ and $t'$ such that $t \Rightarrow t'$ and terms $s$ and $s'$ such that $s \Rightarrow s'$, then:

$$t[x := s] \Rightarrow t'[x := s']$$

Proof. By induction on $t \Rightarrow t'$. We treat some interesting cases.

(t1) Let $x \Rightarrow x$. Now $x[x := s] \equiv s \Rightarrow s' \equiv x[x := s']$ by assumption.

(t5) Let $(\lambda y.t)s \Rightarrow t'[y := r']$ with $t \Rightarrow t'$ and $r \Rightarrow r'$. Now we have $t[x := s] \Rightarrow t'[x := s']$ and $r[x := s] \Rightarrow r'[x := s']$ by the induction hypothesis, hence $(\lambda y.t[x := s])r[x := s] \Rightarrow t'[x := s'][y := r'[x := s']]$. By the Barendregt convention we have $y \neq x$ and $y \notin \text{FV}(s)$, so $y \notin \text{FV}(s')$ by Fact 4.3.6. Furthermore $t'[x := s'[y := r'[x := s']] \equiv t'[y := r'][x := s']$ by Lemma 4.2.12 so $(\lambda y.t)r[x := s] \Rightarrow t'[y := r'][x := s']$.

Lemma 4.3.8. Parallel reduction is preserved under structural substitution, that is given terms $t$ and $t'$ such that $t \Rightarrow t'$ and contexts $E$ and $E'$ such that $E \Rightarrow E'$, then:

$$t[\alpha := \beta E] \Rightarrow t'[\alpha := \beta E']$$

Proof. By induction on $t \Rightarrow t'$. We treat some interesting cases.

(16) Let $F[\mu \gamma . c] \Rightarrow \mu \gamma . c'[\gamma := \gamma E']$ with $c \Rightarrow c'$ and $F \Rightarrow E'$. Moreover let $d \equiv c[\alpha := \beta E], d' \equiv c'[\alpha := \beta E'], G \equiv F[\alpha := \beta E]$ and $G' \equiv E'[x := \beta E]$. Now we have $d \Rightarrow d'$ and $G \Rightarrow G'$ by the induction hypothesis, hence $G[\mu \gamma . d] \Rightarrow \mu \gamma . d'[\gamma := \gamma G']$. By the Barendregt convention we have $\gamma \neq \alpha$, $\gamma \neq \beta$ and $\gamma \notin F$, so $\gamma \notin \text{FV}(E')$ by Fact 4.3.6. Furthermore we have $c'[\gamma := \gamma E'][\alpha := \beta E'] \equiv c'[\alpha := \beta E'][\gamma := \gamma G']$ by Lemma 4.2.12 so $(F[\mu \gamma . c])[\alpha := \beta E] \Rightarrow \mu \gamma . c'[\gamma := \alpha E'][\alpha := \beta E']$. 

For notational reasons we specify the most of the forthcoming lemmas just for terms. Yet they are always mutually inductively proven for commands and contexts, hence these lemmas also hold for commands and contexts.

Lemma 4.3.3. Parallel reduction is reflexive, that is $t \Rightarrow t$ for all terms $t$.

Proof. By induction on $t$ and the rules (t1-4), (t7), (c1) and (E1-4)
Lemma 4.3.9. Given a term \( t \), then \( t \) is of exactly one of the following shapes.

variables 1. \( x \)

values 2. \( n \)

3. \( \lambda x.s \)

redexes 4. \((\lambda x.s)r\)

5. \( \text{nrec } r \text{ } s \text{ } n \)

6. \( E_n[\mu \alpha_n.\,[\alpha_n] \ldots E_1[\mu \alpha_1.\,[\alpha_1]r] \ldots ] \)

with \( n \geq 1, \alpha_i \notin \text{FCV}(r) \) for all \( 1 \leq i \leq n \), \( \alpha_i \notin \text{FCV}(E_j) \) for all \( i \) and \( j \) such that \( 1 \leq j < i \leq n \), and \( r \notin E[\mu \beta.c] \)

7. \( E_n[\mu \alpha_n.\,[\alpha_n] \ldots E_1[\mu \alpha_1.\,[\alpha_1]E_0[\mu \beta.c]] \ldots ] \)

with \( \alpha_i \notin \text{FCV}(c) \) for all \( 1 \leq i \leq n \), \( \alpha_i \notin \text{FCV}(E_j) \) for all \( i \) and \( j \) such that \( 0 \leq j < i \leq n \), and if \( c \equiv [\beta]t \) then \( \beta \in \text{FCV}(t) \)

other 8. \( sr \)

with \( s \notin E[\mu \beta.c] \) and \( s \notin \lambda x.t \)

9. \( \text{nrec } r \text{ } s \text{ } u \)

with \( u \notin E[\mu \beta.c] \) and \( u \notin n \)

10. \( \text{S}u \)

with \( u \notin E[\mu \beta.c] \) and \( u \notin n \)

Proof. We prove that \( t \) is always of one of the given shapes by induction on the structure of \( t \). Furthermore, because these shapes are non-overlapping it is immediate that \( t \) is always exactly one of these shapes. \( \square \)
Lemma 4.3.10. Given continuation variables $\alpha_1, \ldots, \alpha_n$, contexts $E_1, \ldots, E_n$, $E'_1, \ldots, E'_n$ and terms $r$ and $r'$, such that:

1. $\alpha_i \notin \text{FCV}(r)$ and $\alpha_i \notin \text{FCV}(E_j)$ for all $j < i$,
2. for every context $F_i$ such that $E_i \Rightarrow F_i$ we have $F_i \Rightarrow E'_i$,
3. for every term $s$ such that $r \Rightarrow s$ we have $s \Rightarrow r'$, and,
4. $r \notin E[\mu \beta.d]$,

then:

1. $E_n[\mu \alpha_n.\alpha_1] \ldots E_1[\mu \alpha_1.\alpha_1][r] \Rightarrow t$ implies $t \Rightarrow E'_n \ldots E'_1[r']$, and,
2. $[\alpha]E_n[\mu \alpha_n.\alpha_1] \ldots E_1[\mu \alpha_1.\alpha_1][r] \Rightarrow c$ implies $c \Rightarrow [\alpha]E'_n \ldots E'_1[r']$.

Proof. To prove these properties we have to strengthen the second property:

2. $[\alpha]E_n[\mu \alpha_n.\alpha_1] \ldots E_1[\mu \alpha_1.\alpha_1][r] \Rightarrow c$ implies $c \equiv [\alpha]v$ and $v \Rightarrow E'_n \ldots E'_1[r']$.

Also, $\alpha \notin \text{FCV}(r)$ and $\alpha \notin \text{FCV}(E_i)$ for all $i$ implies $\alpha \notin \text{FCV}(v)$.

We prove these properties simultaneously by induction on $n$.

1. Suppose that $n = 0$. Now the first property holds by assumption. For the second property, the only possible reduction on $[\alpha]r$ is (c1) because $r \notin E[\mu \beta.d]$. Therefore we have $c \equiv [\alpha]s$ and $r \Rightarrow s$. Now we are done because we have $s \Rightarrow r'$ by assumption. Furthermore, if we suppose that $\alpha \notin \text{FCV}(r)$, then $\alpha \notin \text{FCV}(s)$ by Fact 4.3.6 as required.

2. Suppose that $n > 0$. Now let $u \equiv E_{n-1}[\mu \alpha_{n-1}.\alpha_1] \ldots E_1[\mu \alpha_1.\alpha_1][r]$ and $u' \equiv E'_{n-1} \ldots E'_1[r']$. For the first property, the following reductions are possible.

(t4.7) $E_n[\mu \alpha_n.\alpha_1][u] \Rightarrow F_n[v]$ with $E_n \Rightarrow F_n$ and $u \Rightarrow v$. Now we have $v \Rightarrow u'$ by the induction hypothesis, hence $F_n[v] \Rightarrow E'_n[u']$ by assumption.

(t4.6) $E_n[\mu \alpha_n.\alpha_1][u] \Rightarrow F'_n[\mu \alpha_n.c[\alpha_n := \alpha_nF_n^r]][\alpha_n := \alpha_nF_n^r]$ with $E_n = E'_n E_n^l, E'_n \Rightarrow F'_n, \alpha_n \Rightarrow \alpha_n u \Rightarrow c$. Now we have $c \equiv [\alpha_n]v$ and $v \Rightarrow u'$ by the induction hypothesis. Also, we have $\alpha_n \notin \text{FCV}(u)$ by assumption and therefore $\alpha_n \notin \text{FCV}(v)$ by the induction hypothesis. Hence we have the following.

$$F'_n[\mu \alpha_n.c[\alpha_n := \alpha_nF_n^r]] \equiv F'_n[\mu \alpha_n.([\alpha_n]v)[\alpha_n := \alpha_nF_n^r]]$$
$$\Rightarrow F'_n[\mu \alpha_n.\alpha_nF_n^r[v]]$$
$$\Rightarrow E'_n[\alpha_nF_n^r[u']]$$
$$\equiv E_n^l[\alpha_nF_n^r[u']]$$

For the second property we have to consider the same reductions as above, but surrounded by a (c1)-reduction, and the following reduction.
We prove these properties simultaneously by induction on $n$.

Given continuation variables $\alpha_1, \ldots, \alpha_n$, contexts $E_0, \ldots, E_n$, $E'_0, \ldots, E'_n$, and commands $d$ and $d'$, such that:

1. $\alpha_i \notin FCV(d)$ and $\alpha_i \notin FCV(E_j)$ for all $j < i$,
2. for every context $C$ such that $E_i \Rightarrow F_i$, we have $F_i \Rightarrow E'_i$,
3. for every command $e$ such that $d \Rightarrow e$ we have $e \Rightarrow d'$, and,
4. $d \equiv [\alpha]t$ implies $\alpha \in FCV(t)$,

then:

1. $E_n[\mu \alpha_n. \alpha_n] \ldots E_1[\mu \alpha_1. \alpha_1]E_0[\mu \beta.d]] \Rightarrow t$ implies $t \Rightarrow \mu \alpha.d'[\beta := \alpha E_n' \ldots E_0']$
2. $[\alpha]E_n[\mu \alpha_n. \alpha_n] \ldots E_1[\mu \alpha_1. \alpha_1]E_0[\mu \beta.d]] \Rightarrow c$ implies $c \Rightarrow d'[\beta := \alpha E_n' \ldots E_0']$

Proof. To prove these properties we have to strengthen the first property:

1. $E_n[\mu \alpha_n. \alpha_n] \ldots E_1[\mu \alpha_1. \alpha_1]E_0[\mu \beta.d]] \Rightarrow t$ and moreover $F \Rightarrow E'$ implies $F[t] \Rightarrow \mu \alpha.d'[\beta := \alpha E_n' \ldots E_0']$ and $[\alpha]F[t] \Rightarrow d'[\beta := \alpha E_n' \ldots E_0']$.

We prove these properties simultaneously by induction on $n$.

1. Suppose that $n = 0$. For the first property, merely the following reduction is possible.

\[(\alpha, t, 4, 6) E_0[\mu \beta.d] \Rightarrow F_0[\mu \beta.e[\beta := \beta F_0']]\] such that $E_0 = E'_0, E'_0 = F_0$, $E'_0 \Rightarrow F_0$ and $d \Rightarrow e$. Now we have the following.

\[F_0[\mu \beta.e[\beta := \beta F_0']] \Rightarrow \mu \beta.d'[\beta := \beta E_0'][\beta := \beta E_0']\]
\[\equiv \mu \alpha.d'[\beta := \alpha E_0']\]
\[[\alpha]F_0[\mu \beta.e[\beta := \beta F_0']] \Rightarrow d'[\beta := \beta E_0'][\beta := \alpha E_0']\]
\[\equiv d'[\beta := \alpha E_0']\]

For the second property, the following reductions are possible.

\[(\alpha, t, 4, 6) [\alpha]E_0[\mu \beta.d] \Rightarrow [\alpha]F_0'[\mu \beta.e[\beta := \beta F_0']]\] such that $E_0 = E'_0, E'_0 \Rightarrow F_0'$, $E'_0 \Rightarrow F_0'$ and $d \Rightarrow e$. Now we have $e[\beta := \alpha F_0'] \Rightarrow d'[\beta := \alpha E_0']$ by Lemma 4.3.8 and therefore the following.

\[[\alpha]F_0'[\mu \beta.e[\beta := \beta F_0']] \Rightarrow d'[\beta := \beta E_0'][\beta := \alpha E_0']\]
(c2) \[ \alpha E_0[\mu \beta. d] \Rightarrow e[\beta := \alpha F_0] \] such that \( E_0 \Rightarrow F_0 \) and \( d \Rightarrow e \). Now we have \( e[\beta := \alpha F_0] \Rightarrow d'[\beta := \alpha E_0'] \) by Lemma 4.3.8.

2. Suppose that \( n > 0 \). Let \( u \equiv E_{n-1}[\mu \alpha_{n-1}.[\alpha_{n-1}] \ldots E_1[\mu \alpha_1.\{1\} E_0[\mu \beta. c]] \).

For the first property, the following reductions are possible.

(t4.17) \( E_n[\mu \alpha_n. \{n\} u] \Rightarrow F_n[v] \) such that \( E_n \Rightarrow F_n \) and \( u \Rightarrow v \). Now we have, by the induction hypothesis, \( F_n[v] \Rightarrow \mu \alpha. d' \alpha := \alpha E' \ldots E_0' \) and \( E_n = E_1' \ldots E_n' \).

(t4.56) \( E_n[\mu \alpha_n. \{n\} u] \Rightarrow F_n'[\mu \alpha_n. e \alpha := \alpha_n F_n' \] such that \( E_n = E_1' \ldots E_n' \).

For the second property, the following reductions are possible.

(c1,t4.17) \( E_n[\mu \alpha_n. \{n\} u] \Rightarrow \alpha F_n[v] \) with \( E_n \Rightarrow F_n \) and \( u \Rightarrow v \). Now we have \( \alpha F_n[v] \Rightarrow d'[\alpha := \alpha E' \ldots E_n'] \) by the induction hypothesis.

(c1,t4.16) \( E_n[\mu \alpha_n. \{n\} u] \Rightarrow \alpha F_n'[\mu \alpha_n. e \alpha := \alpha_n F_n' \] with \( E_n = E_1' \ldots E_n' \).

(c2) \( \alpha E_n[\mu \alpha_n. \{n\} u] \Rightarrow e \alpha := \alpha F_n \) with \( E_n \Rightarrow F_n \) and \( \{n\} u \Rightarrow e \). Now we have \( e \Rightarrow f' \) where \( f' \equiv d'[\beta := \alpha_n E_0' \ldots E_0'] \) by the induction hypothesis. Hence \( e \alpha := \alpha F_n \Rightarrow \alpha F_n' \) by Lemma 4.3.8 so \( e \alpha := \alpha F_n \Rightarrow d'[\beta := \alpha_n E_0' \ldots E_0'] \).

**Definition 4.3.12.** The complete development \( t^\circ \) of a term \( t \) is defined (using the case distinction made in Lemma 4.3.9) as:

1. \( x^\circ := x \)
2. \( 0^\circ := 0 \)
3. \( (\lambda x. s)^\circ := \lambda x. s^\circ \)
4. \( ((\lambda x. s) r)^\circ := s^0[x := r^0] \)
5. \( (\text{nrec } r s 0)^\circ := r^0 \)
6. \( (\text{nrec } r s (S n))^\circ := s^0 n (\text{nrec } r^0 s^0 n) \)
7. \((E_n[\mu \alpha_n.\alpha_n]...E_1[\mu \alpha_1.\alpha_1]r])^\circ := E_n^\circ ...E_1^\circ r^\circ\)
provided that \(n \geq 1, \alpha_i \notin FCV(r)\) for all \(1 \leq i \leq n, \alpha_i \notin FCV(E_j)\) for all \(i\) and \(j\) such that \(0 \leq j < i \leq n, \) and \(r \not\equiv E[\mu \beta.c]\)

8. \((E_n[\mu \alpha_n.\alpha_n]...E_1[\mu \alpha_1.\alpha_1]E_0[\mu \beta.c])^\circ := \mu \alpha.x^\circ[\beta := \alpha E_n^\circ ...E_0^\circ]\)
provided that \(\alpha_i \notin FCV(c)\) for all \(1 \leq i \leq n, \alpha_i \notin FCV(E_j)\) for all \(i\) and \(j\) such that \(0 \leq j < i \leq n, \) and if \(c \equiv [\beta]t\) then \(\beta \in FCV(t)\)

9. \((sr)^\circ := s^\circ r^\circ\)
provided that \(s \not\equiv E[\mu \beta.c]\) and \(s \not\equiv \lambda x.t\)

10. \((nrec r s u)^\circ := nrec r^\circ s^\circ u^\circ\)
provided that \(u \not\equiv E[\mu \beta.c]\) and \(u \not\equiv u^\circ\)

11. \((Su)^\circ := Su^\circ\)
provided that \(u \not\equiv E[\mu \beta.c]\)

with the complete development \(c^\circ\) of a command \(c\) defined as:

1. \(([\alpha]E[\mu \beta.c])^\circ := c^\circ[\beta := \alpha E^\circ]\)
2. \(([\alpha]t)^\circ := [\alpha]t^\circ\)
provided that \(t \not\equiv E[\mu \beta.c]\)

and the complete development \(E^\circ\) of a context \(E\) defined as:

1. \(\square^\circ := \square\)
2. \((Et)^\circ := E^\circ t^\circ\)
3. \((SE)^\circ := SE^\circ\)
4. \((nrec r s E)^\circ := nrec r^\circ s^\circ E^\circ\)

**Theorem 4.3.13.** Given terms \(t_1\) and \(t_2\) such that \(t_1 \Rightarrow t_2\), then \(t_2 \Rightarrow t_1^\circ\).

**Proof.** We prove this result by mutual induction on the structure of terms, commands and contexts. Firstly, we prove it for terms using the case distinction made in Lemma 4.3.9.

1. Suppose that \(t_1 \equiv x\). Now merely the reduction (t1) is possible, so let \(x \Rightarrow x\). Therefore \(x \Rightarrow x^\circ \equiv x\).

2. Suppose that \(t_1 \equiv 0\). Now merely the reduction (t2) is possible, so let \(0 \Rightarrow 0\). Therefore \(0 \Rightarrow 0^\circ \equiv 0\).

3. Suppose that \(t_1 \equiv \lambda x.s_1\). Now merely the reduction (t3) is possible, so let \(\lambda x.s_1 \Rightarrow \lambda x.s_2\) with \(s_1 \Rightarrow s_2\). Therefore \(s_2 \Rightarrow s_1^\circ\) by the induction hypothesis, so \(\lambda x.s_2 \Rightarrow (\lambda x.s_1)^\circ \equiv \lambda x.s_1^\circ\).

4. Suppose that \(t_1 \equiv (\lambda x.s_1)r_1\). The following reductions are possible.
(t4,t3) ($\lambda x.s_1)r_1 \Rightarrow (\lambda x.s_2)r_2$ with $s_1 \Rightarrow s_2$ and $r_1 \Rightarrow r_2$. Now we have $s_2 \Rightarrow s_1^2$ and $r_2 \Rightarrow r_1^2$ by the induction hypothesis. Therefore we have $(\lambda x.s_2)r_2 \Rightarrow (\lambda x.s_1)r_1)^{\circ} \equiv s_1^2[x := r_1^2]$.

(t5) ($\lambda x.s_1)r_1 \Rightarrow s_2[x := r_2]$ with $s_1 \Rightarrow s_2$ and $r_1 \Rightarrow r_2$. Now we have $s_2 \Rightarrow s_1^2$ and $r_2 \Rightarrow r_1^2$ by the induction hypothesis. Therefore $s_2[x := r_2] \Rightarrow (\lambda x.s_1)r_1)^{\circ} \equiv s_1^2[x := r_1^2]$ by Lemma 1.3.7.

5. Suppose that $t_1 \equiv \text{nrec } r_1 s_1 0$. The following reductions are possible.

(t4,t2) $\text{nrec } r_1 s_1 0 \Rightarrow \text{nrec } r_2 s_2 0$ with $r_1 \Rightarrow r_2$ and $s_1 \Rightarrow s_2$. Now we have $r_2 \Rightarrow r_1^2$ and $s_2 \Rightarrow s_1^2$ by the induction hypothesis, hence $\text{nrec } r_2 s_2 0 \Rightarrow (\text{nrec } r_1 s_1 0)^{\circ} \equiv r_1^2$.

(t8) $\text{nrec } r_1 s_1 0 \Rightarrow r_2$ with $r_1 \Rightarrow r_2$. Now we have $r_2 \Rightarrow r_1^2$ by the induction hypothesis, hence $r_2 \Rightarrow (\text{nrec } r_1 s_1 0)^{\circ} \equiv r_1^2$.

6. Suppose that $t_1 \equiv \text{nrec } r_1 s_1 (S_n)$. The following reductions are possible.

(t4,t2) $\text{nrec } r_1 s_1 (S_n) \Rightarrow \text{nrec } r_2 s_2 (S_n)$, then $r_1 \Rightarrow r_2$ and $s_1 \Rightarrow s_2$. Now we have $r_2 \Rightarrow r_1^2$ and $s_2 \Rightarrow s_1^2$ by the induction hypothesis, hence $\text{nrec } r_2 s_2 (S_n) \Rightarrow (\text{nrec } r_1 s_1 (S_n))^\circ \equiv s_1^2 ⊮ \text{nrec } r_1^2 s_1^2 (S_n)$.

(t9) $\text{nrec } r_1 s_1 (S_n) \Rightarrow s_2 ⊮ \text{nrec } r_2 s_2 (S_n)$, then $r_1 \Rightarrow r_2$ and $s_1 \Rightarrow s_2$. Now we have $r_2 \Rightarrow r_1^2$ and $s_2 \Rightarrow s_1^2$ by the induction hypothesis, hence $s_2 ⊮ \text{nrec } r_2 s_2 (S_n) \Rightarrow (\text{nrec } r_1 s_1 (S_n))^\circ \equiv s_1^2 ⊮ \text{nrec } r_1^2 s_1^2 (S_n)$.

7. Suppose that $t_1 \equiv E_n[μα_n.[α_n]...E_1[μα_1.[α_1]r_1]]$ provided that $n \geq 1$, $α_i \notin \text{FCV}(r)$ for all $i \in \mathbb{N}$ such that $1 \leq i \leq n$, $α_i \notin \text{FCV}(E_i)$ for all $i,j \in \mathbb{N}$ such that $0 \leq j < i \leq n$, and $r \notin E[μβ.c]$. Now we have $E_i \Rightarrow F_i$ implies $F_i \Rightarrow F_i^{α}$ and $r \Rightarrow s$ implies $s \Rightarrow r^{c}$ by the induction hypothesis. Hence if $t_1 \Rightarrow t_2$, then $t_2 \Rightarrow t_2^{α} \equiv E_1^{α}...E_n^{α}[r^{c}]$ by Lemma 4.3.10.

8. Suppose that $t_1 \equiv E_n[μα_n.[α_n]...E_1[μα_1.[α_1]E_0[μβ.c]]]$ provided that $α_i \notin \text{FCV}(c)$ for all $i \in \mathbb{N}$ such that $1 \leq i \leq n$, $α_i \notin \text{FCV}(E_i)$ for all $i,j \in \mathbb{N}$ such that $0 \leq j < i \leq n$, and if $c \equiv [β]1$ then $β \in \text{FCV}(t)$. Now we have $E_i \Rightarrow F_i$ implies $F_i \Rightarrow F_i^{α}$ and $c \Rightarrow d$ implies $d \Rightarrow c^{β}$ by the induction hypothesis. Hence if $t_1 \Rightarrow t_2$, then $t_2 \Rightarrow t_2^{α} \equiv μo.c^{β}([β := αE^n_1...E^n_0])$ by Lemma 4.3.11.

9. Suppose that $t_1 \equiv s_1 r_1$ provided that $s_1 \neq E[μα.c]$ and $s_1 \neq λx.s$. Now merely the reduction (t4) is possible, therefore let $s_1 r_1 \Rightarrow s_2 r_2$ with $s_1 \Rightarrow s_2$ and $r_1 \Rightarrow r_2$. We have $s_1 \Rightarrow s_2^2$ and $r_2 \Rightarrow r_1^2$ by the induction hypothesis, hence $s_2^2 r_2 \Rightarrow (s_1 r_1)^{\circ} \equiv s_1^2 r_1$.

10. Suppose that $t_1 \equiv \text{nrec } r_1 s_1 u_1$ provided that $u_1 \neq E[μα.c]$ and $u_1 \neq u_2$. Now we have $\text{nrec } r_1 s_1 u_1 \Rightarrow \text{nrec } r_2 s_2 u_2$ with $r_1 \Rightarrow r_2$, $s_1 \Rightarrow s_2$ and $u_1 \Rightarrow u_2$ because merely the reduction (t4) is possible. Furthermore we have $r_2 \Rightarrow r_1^2$, $s_2 \Rightarrow s_1^2$ and $u_2 \Rightarrow u_1^2$ by the induction hypothesis, hence $\text{nrec } r_2 s_2 u_2 \Rightarrow (\text{nrec } r_1 s_1 u_1)^{\circ} \equiv \text{nrec } r_1^2 s_1^2 u_1^2$.

11. Suppose that $t_1 \equiv S_u_1$ provided that $u_1 \neq E[μα.c]$. Now merely the reduction (t4) is possible, therefore let $S_u_1 \Rightarrow S_u_2$ with $u_1 \Rightarrow u_2$. We have $u_2 \Rightarrow u_1^2$ by the induction hypothesis, hence $S_u_2 \Rightarrow (S_u_1)^{\circ} \equiv S_u_1$. 
Secondly, we prove it for commands. Here we distinguish the following cases.

1. Suppose that $c_1 \equiv [\alpha]E_n[\mu\alpha_n.[\alpha_n]\ldots E_1[\mu\alpha_1.[\alpha_1]r]]$ provided that $\alpha_i \notin FCV(r)$ for all $i \in \mathbb{N}$ such that $1 \leq i \leq n$, $\alpha_i \notin FCV(E_j)$ for all $i,j \in \mathbb{N}$ such that $0 \leq j < i \leq n$, and $r \neq E[\mu\beta.c]$. Now we have $E_i \Rightarrow F_i$ implies $F_i \Rightarrow F^o_i$ and $r \Rightarrow s$ implies $s \Rightarrow r^o$ by the induction hypothesis. Hence if $c_1 \Rightarrow c_2$, we have $c_2 \Rightarrow c^o_2 \equiv [\alpha]E_n^o\ldots E_1^o[r^o]$ by Lemma 4.3.10.

2. Suppose that $c_1 \equiv [\alpha]E_n[\mu\alpha_n.[\alpha_n]\ldots E_1[\mu\alpha_1.[\alpha_1]E_0[\mu\beta.c]]]$ provided that $\alpha_i \notin FCV(c)$ for all $i \in \mathbb{N}$ such that $1 \leq i \leq n$, $\alpha_i \notin FCV(E_j)$ for all $i,j \in \mathbb{N}$ such that $0 \leq j < i \leq n$, and if $c \equiv [\beta]t$ then $\beta \in FCV(t)$. Now we have $E_i \Rightarrow F_i$ implies $F_i \Rightarrow F^o_i$ and $c \Rightarrow d$ implies $d \Rightarrow c^o$ by the induction hypothesis. Hence if $c_1 \Rightarrow c_2$, then $c_2 \Rightarrow c^o_2 \equiv c^o[\beta := \alpha E_n^o\ldots E_0^o]$ by Lemma 4.3.11.

Thirdly, for contexts it follows immediately, so we are done.

**Corollary 4.3.14.** Parallel reduction is confluent, that is, if $t_1 \Rightarrow t_2$ and $t_1 \Rightarrow t_3$, then there exists a term $t_4$ such that $t_2 \Rightarrow t_4$ and $t_3 \Rightarrow t_4$.

**Proof.** Let $t_4 = t_2^\dagger$. Now we have $t_2 \Rightarrow t_2^\dagger$ and $t_3 \Rightarrow t_2^\dagger$ by Theorem 4.3.13.

**Lemma 4.3.15.** Given terms $t$ and $t'$ such that $t \rightarrow t'$, then $t \Rightarrow t'$.

**Proof.** By induction on $t \rightarrow t'$ using the fact that parallel reduction is reflexive (Lemma 4.3.3).

**Lemma 4.3.16.** Given terms $t$, $t'$ and $s$ such that $t \rightarrow t'$, then:

$$t[x := s] \rightarrow t'[x := s]$$

**Proof.** By induction on $t \rightarrow t'$ using Lemma 4.2.12.

**Lemma 4.3.17.** Given terms $t$, $s$ and $s'$ such that $s \rightarrow s'$, then:

$$t[x := s] \rightarrow t[x := s']$$

**Proof.** By induction on the structure of $t$ using Lemma 4.2.12.

**Corollary 4.3.18.** Reduction is preserved under substitution, that is, given terms $t$ and $t'$ such that $t \rightarrow t'$ and terms $s$ and $s'$ such that $s \rightarrow s'$, then:

$$t[x := s] \rightarrow t'[x := s']$$

**Proof.** By induction on $t \rightarrow t'$.

1. Let $t \equiv t'$. Now $t[x := s] \equiv t'[x := s]$ by Lemma 4.3.16.

2. Let $t \rightarrow t'$. Now $t[x := s] \rightarrow t'[x := s]$ by Lemma 4.3.17 and 4.3.16, respectively.

3. Let $t \rightarrow t'$ and $t' \rightarrow t''$. Now $t[x := s] \rightarrow t'[x := s] \rightarrow t''[x := s]$ by the induction hypothesis.
Definition 4.3.19. Reduction $E \rightarrow E'$ on contexts $E$ and $E'$ is defined as the compatible closure of $\rightarrow$ on contexts. Moreover, $\rightarrow$ on contexts denotes the reflexive/transitive closure of $\rightarrow$ on contexts.

Lemma 4.3.20. Given terms $t$ and $t'$ and a context $E$ such that $t \rightarrow t'$, then:

$$t[\alpha := \beta E] \rightarrow E' \rightarrow t'[\alpha := \beta E]$$

Proof. By induction on $t \rightarrow t'$ using Lemma 4.2.12. The only interesting case is $[\alpha][\mu \gamma. c \rightarrow c[\gamma := \alpha \square]]$, where we have the following.

$$(\alpha)[\mu \gamma. c][\alpha := \beta E] \equiv \beta E[\mu \gamma. c[\alpha := \beta E]]$$

$$[\beta][\mu \gamma. c[\alpha := \beta E][\gamma := \gamma E]]$$

$$c[\alpha := \beta E][\gamma := \gamma E][\gamma := \gamma \square]$$

$$c[\gamma := \alpha \square][\alpha := \beta E]$$

(a) Here we use Lemma 4.2.9 for (a) and Lemma 4.2.12 for (b).

Lemma 4.3.21. Given a term $t$ and contexts $E$ and $E'$ such that $E \rightarrow E'$, then:

$$t[\alpha := \beta E] \rightarrow E'[\alpha := \beta E']$$

Proof. By induction on the structure of $t$ using Lemma 4.2.12.

Corollary 4.3.22. Reduction is preserved under structural substitution, that is given terms $t$ and $t'$ such that $t \Rightarrow t'$ and contexts $E$ and $E'$ such that $E \Rightarrow E'$, then:

$$t[\alpha := \beta E] \Rightarrow t'[\alpha := \beta E']$$

Proof. Similar to the proof of Corollary 4.3.18.

Lemma 4.3.23. Given terms $t$ and $t'$ such that $t \Rightarrow t'$, then $t \rightarrow t'$.

Proof. By induction on $t \Rightarrow t'$. We treat some interesting cases.

(15) Let $(\lambda x.t)r \Rightarrow t'[x := r']$ with $t \Rightarrow t'$ and $r \Rightarrow r'$. We have $t \rightarrow t'$ and $r \rightarrow r'$ by the induction hypothesis. Therefore, by Corollary 4.3.18 we have $(\lambda x.t)r \rightarrow t[x := r] \rightarrow t'[x := r'].$

(16) Let $E[\mu \alpha.c] \Rightarrow \mu \alpha.c'[\alpha := \alpha E']$ with $c \Rightarrow c'$ and $E \Rightarrow E'$. We have $c \Rightarrow c'$ and $E \Rightarrow E'$ by the induction hypothesis. Therefore, by Lemma 4.2.9 and Corollary 4.3.22 $E[\mu \alpha.c] \Rightarrow \mu \alpha.c'[\alpha := \alpha E] \Rightarrow \mu \alpha.c'[\alpha := \alpha E'].$

Theorem 4.3.24. Reduction on $\lambda^T_\mu$ is confluent, that is if $t_1 \Rightarrow t_2$ and $t_1 \Rightarrow t_3$, then there exists a term $t_4$ such that $t_2 \Rightarrow t_4$ and $t_3 \Rightarrow t_4$.

Proof. By Corollary 4.3.14, Lemma 4.3.15, Lemma 4.3.23 and the fact that if $\Rightarrow$ is confluent then also $\Rightarrow^*$ is confluent.
4.4 Strong normalization of $\lambda^T_\mu$

In this section we prove that $\lambda^T_\mu$ is strongly normalizing. This is achieved by defining two reductions $\rightarrow_A$ and $\rightarrow_B$ such that $\rightarrow = \rightarrow_A \cup \rightarrow_B$. In Section 4.4.1 we prove, using the reducibility method, that $\rightarrow_A$ is strongly normalizing. In Section 4.4.2 we prove that $\rightarrow_B$ is strongly normalizing and moreover that each infinite $\rightarrow_{AB}$-reduction sequence can be transformed into an infinite $\rightarrow_A$-reduction sequence. The first phase is inspired by Parigot’s proof of strong normalization for $\lambda_\mu$ [Par97] and the second phase is inspired by Rehof and Sørensen’s proof of strong normalization for $\lambda_\Delta$ [RS94].

Definition 4.4.1. Let $\rightarrow_A$ denote the compatible closure of the reduction rules $\rightarrow_\beta$, $\rightarrow_\mu S$, $\rightarrow_\mu R$, $\rightarrow_0$, $\rightarrow_S$ and $\rightarrow_\mu N$, moreover let $\rightarrow_B$ denote the compatible closure of the reduction rules $\rightarrow_\mu \eta$ and $\rightarrow_\mu i$.

Definition 4.4.2. Given a notion of reduction $\rightarrow_X$ (e.g. $\rightarrow_A$ or $\rightarrow_B$), let $SN_X$ and $SN_\perp_X$ denote the sets of strongly normalizing terms and strongly normalizing commands, respectively.

Definition 4.4.3. Given a notion of reduction $\rightarrow_X$ (e.g. $\rightarrow_A$ or $\rightarrow_B$) and a term $t \in SN_X$ or command $c \in SN_\perp_X$, let $\nu_X(t)$ and $\nu_X(c)$ denote the maximal length of any $\rightarrow_X$-reduction sequence starting at $t$ and $c$, respectively.

4.4.1 Strong normalization of (A)

In this subsection we prove that $\rightarrow_A$-reduction is strongly normalization using the reducibility method. Since we are merely concerned with $\rightarrow_A$-reduction we will omit subscripts from all notations. Moreover, for the same reasons as in the previous section we specify most of the forthcoming lemmas just for terms and not for commands.

The reducibility method is originally due to Tait [Tai67], who proposed the following interpretation for $\rightarrow$-types.

$$\llbracket \alpha \rrbracket := SN$$
$$\llbracket \rho \rightarrow \delta \rrbracket := \{ t \mid \forall r \in \llbracket \rho \rrbracket . \ tr \in \llbracket \delta \rrbracket \}$$

This interpretation makes it possible to prove strong normalization of $\lambda \rightarrow$ in a very short and elegant way [Geu08] for example]. Instead of proving that a term $t$ of type $\rho$ is strongly normalizing one proves a slight generalization, namely $t \in \llbracket \rho \rrbracket$. This method also extends easily to $\lambda^T$ [GTL89] for example].

Unfortunately, for $\lambda_\mu$ it becomes more complicated. If a term of the shape $\lambda x.r$ consumes an argument the $\lambda$-abstraction vanishes. However, if a term of the shape $\mu \alpha.c$ consumes an argument the $\mu$-abstraction remains, hence it is not possible to predict how many arguments $\mu \alpha.c$ will consume. To repair this issue Parigot has proposed a way to switch between a term that is a member of a certain reducibility candidate and that is strongly normalizing when applied to a certain set of sequences of arguments.

In $\lambda^T_\mu$ a term of the shape $\mu \alpha.c$ is not only able to consume arguments on its right hand side, but is also able to consume an unknown number of $S$’s and nrec’s. Therefore we generalize Parigot’s idea to contexts so that we are able
to switch between a term that is a member of a certain reducibility candidate and that is strongly normalizing in a certain set of contexts.

Before going into the details of the proof we state a fact and two lemmas about preservation of reduction under substitution.

**Fact 4.4.4.** If $t \in \text{SN}$ and $t \rightarrow t'$, then $\nu(t) > \nu(t')$.

**Lemma 4.4.5.** $(A)$-reduction is preserved under substitution, that is given terms $t$, $t'$ and $s$, $s'$ such that $t \rightarrow t'$ and $s \rightarrow s'$, then:

$$t[x := r] \rightarrow t'[x := r]$$

**Proof.** Similar to the proof of Corollary 4.3.18. 

**Lemma 4.4.6.** $(A)$-reduction is preserved under structural substitution, that is given terms $t$ and $t'$ such that $t \rightarrow t'$ and contexts $E$ and $E'$ such that $E \rightarrow E'$, then:

$$t[\alpha := \beta E] \rightarrow t'[\alpha := \beta E']$$

**Proof.** Similar to the proof of Corollary 4.3.22. 

We now extend the notion of strongly normalizing terms to strongly normalizing contexts, informally this means that all terms contained in a context are strongly normalizing.

**Definition 4.4.7.** Let $\text{SN}^\square$ denote the set of strongly normalizing contexts, this set is inductively defined as follows.

1. $\Box \in \text{SN}^\square$
2. If $E \in \text{SN}^\square$ and $t \in \text{SN}$, then $Et \in \text{SN}^\square$.
3. If $E \in \text{SN}^\square$, then $SE \in \text{SN}^\square$.
4. If $E \in \text{SN}^\square$, $r \in \text{SN}$ and $s \in \text{SN}$, then $\text{nrec} r s E \in \text{SN}^\square$.

Parigot’s approach has another advantage; for the expansion lemmas we do not need to worry about the interpretation of types. We merely need the notion of being strongly normalizing (with respect to some context).

**Lemma 4.4.8.** For each context $E$ and redex $w$ such that $E[w] \rightarrow t$ we have:

1. $t \equiv E[w']$ and $w \rightarrow w'$, or,
2. $t \equiv E'[w]$ and $E \rightarrow E'$

A redex is a term $w$ such that $w \equiv (\lambda x. r)t$, $w \equiv \text{nrec} r s n$ or $w \equiv E'[\mu c].$

**Proof.** Simultaneous with $E[w] \not\equiv \lambda y. s$, $E[w] \not\equiv \mu \beta d$ and $E[w] \not\equiv m$ by induction on the structure of $E$. 

**Lemma 4.4.9.** For each context $E$ and terms $t$ and $r \in \text{SN}$ we have that $E'[t[x := r]] \in \text{SN}$ implies $E[(\lambda x.t)r] \in \text{SN}$. 

Proof. We prove this by well-founded induction on \( \nu(r) + \nu(E[t[x := r]]) \). Since it is sufficient to show that \( E[(\lambda x.t)r] \rightarrow w \) implies \( w \in \text{SN} \) we take a look at all possible shapes of \( w \).

1. Suppose that \( w \equiv E[t[x := r]] \). Now we are immediately done because \( E[t[x := r]] \in \text{SN} \) by assumption.

2. Suppose that \( w \equiv E[(\lambda x.t')r] \) and \( t \rightarrow t' \). Now \( E[t[x := r]] \rightarrow E[t'[x := r]] \) by Lemma 4.4.5, hence \( E[t'[x := r]] \in \text{SN} \). Furthermore, by Fact 4.4.4 we have \( \nu(E[t[x := r]]) > \nu(E[t'[x := r]]) \), so we are allowed to use the induction hypothesis by which we have \( E[(\lambda x.t')r] \in \text{SN} \).

3. Suppose that \( w \equiv E[(\lambda x.t')r'] \) and \( r \rightarrow r' \). Now \( E[t[x := r]] \rightarrow E[t'[x := r']] \) by Lemma 4.4.5 and therefore \( E[t[x := r']] \in \text{SN} \). Furthermore, by Fact 4.4.4 we have \( \nu(r) > \nu(r') \), so we are allowed to use the induction hypothesis by which we have \( E[(\lambda x.t')r'] \in \text{SN} \).

4. Suppose that \( w \equiv E[(\lambda x.t)r] \) and \( E \rightarrow E' \). Now \( E[t[x := r]] \rightarrow E'[t[x := r]] \) and therefore \( E'[t[x := r]] \in \text{SN} \). Furthermore, by Fact 4.4.4 we have \( \nu(E[(\lambda x.t)r]) > \nu(E'[t[x := r]]) \), so we are allowed to use the induction hypothesis by which we obtain \( E'[(\lambda x.t)r] \in \text{SN} \).

Lemma 4.4.8 guarantees that these are indeed all possible shapes of \( w \). □

**Lemma 4.4.10.** For each singular context \( F^s \in \text{SN}^o \), context \( E \) and command \( c \) we have that \( E[\mu \alpha.c[\alpha := \alpha F^s]] \in \text{SN} \) implies \( E[F^s[\mu \alpha.c]] \in \text{SN} \).

**Proof.** By distinguishing the possible shapes on \( F^s \) we obtain three goals similar to the preceding lemma. Likewise, the proofs of these goals are similar to the proofs of the preceding lemma, only for the sub-cases corresponding to (1), (2) and (3) we use Lemma 4.4.6. □

**Corollary 4.4.11.** For each context \( F \in \text{SN}^o \), context \( E \) and command \( c \) we have that \( E[\mu \alpha.c[\alpha := \alpha F]] \in \text{SN} \) implies \( E[F[\mu \alpha.c]] \in \text{SN} \).

**Proof.** By induction on the structure of \( F \).

1. Suppose that \( F = \square \). Now we have \( E[\mu \alpha.c] \equiv E[\mu \alpha.c[\alpha := \alpha \square]] \) for each context \( E \) and command \( c \), so by assumption we are done.

2. Suppose that \( F = G^s H \). Now, by Lemma 4.2.11 and assumption, we have \( E[\mu \alpha.c[\alpha := \alpha H][\alpha := \alpha G^s]] \equiv E[\mu \alpha.c[\alpha := \alpha F]] \in \text{SN} \). Therefore we have \( E[G^s[\mu \alpha.c[\alpha := \alpha H]]] \in \text{SN} \) by Lemma 4.4.10 so \( E[G^s[H[\mu \alpha.c]]] \in \text{SN} \) by the induction hypothesis. □

**Lemma 4.4.12.** For each context \( E \) we have the following.

1. If \( E[r] \in \text{SN} \) and \( s \in \text{SN} \), then \( E[nrec \; r \; s \; 0] \in \text{SN} \).

2. If \( E[s \; n \; (nrec \; r \; s \; n)] \in \text{SN} \), then \( E[nrec \; r \; s \; (Sn)] \in \text{SN} \).

**Proof.** By well-founded induction on \( \nu(E[nrec \; r \; s \; 0]) \) and \( \nu(E[nrec \; r \; s \; (Sn)]) \), respectively, we prove that if \( E[nrec \; r \; s \; 0] \rightarrow w \) or \( E[nrec \; r \; s \; (Sn)] \rightarrow w \), then \( w \in \text{SN} \) by analyzing the possible shapes of \( w \). □
Parigot’s method extends the well-known functional construction of two sets $S$ and $T$ of terms $S \rightarrow T := \{ t \mid \forall u \in S . tu \in T \}$ to a set $S$ of sequences of terms and a set $T$ of terms as $S \rightarrow T := \{ t \mid \forall \vec{u} \in S . t\vec{u} \in T \}$. Moreover he has defined his notion of reducibility candidates in such way that each reducibility candidate $R$ can be expressed as $S \rightarrow S^N$ for a certain set of sequences of terms $S$. Therefore he is able to switch between the proposition $t \in R$ and the proposition $t\vec{u} \in S^N$ for all $\vec{v} \in S$. Since we consider contexts we extend Parigot’s notion of functional construction to contexts, this happens in the obvious way.

**Definition 4.4.13.** Given a set of contexts $\mathcal{E}$ and a set of terms $T$, then the functional construction $X \rightarrow T$ is defined as follows.

$$\mathcal{E} \rightarrow T := \{ t \mid \forall E \in \mathcal{E} . E[t] \in T \}$$

Given two sets of terms $S$ and $T$, then $S \rightarrow T$ is defined as follows.

$$S \rightarrow T := \{ \square u \mid u \in S \} \rightarrow T$$

Remark that our definition of the functional construction $S \rightarrow T$ for sets of terms $S$ and $T$ is equivalent to the ordinary definition.

$$S \rightarrow T = \{ \square u \mid u \in S \} \rightarrow T = \{ t \mid \forall u \in S . tu \in T \}$$

Keeping in mind that we wish to express each reducibility candidate $R$ as $\mathcal{E} \rightarrow S^N$ for some $\mathcal{E}$, one could try to define the collection of reducibility candidates as the smallest set that contains $S^N$ and is closed under functional construction and arbitrary intersection. But then $\{ \text{nrec} \Omega \Omega \square \} \rightarrow S^N = \emptyset$ is a valid candidate too. To avoid this we should be a bit more careful.

**Definition 4.4.14.** Let $\mathcal{R}$ denote the collection of , this is the smallest collection of sets of terms satisfying the following conditions.

1. $S^N \in \mathcal{R}$
2. If $R \subseteq \mathcal{R}$, then $\bigcap R \in \mathcal{R}$.
3. If $S,T \in \mathcal{R}$, then $S \rightarrow T \in \mathcal{R}$.
4. If $T \in \mathcal{R}$, then $\{ \square \} \rightarrow T \in \mathcal{R}$.
5. If $S,T \in \mathcal{R}$, then $\{ \text{nrec} r s \square \mid r \in T, s \in S \rightarrow T \} \rightarrow T \in \mathcal{R}$.

**Lemma 4.4.15.** For each context $E$ and variable $x$ such that $E[x] \rightarrow t$ we have $t \equiv E'[x]$ and $E \rightarrow E'$.

**Proof.** Simultaneous with $E'[x] \not\equiv \lambda y.s$, $E'[x] \not\equiv \mu \beta.d$ and $E[x] \not\equiv m$ by induction on the structure of $E$.

**Lemma 4.4.16.** For each $R \in \mathcal{R}$ we have the following.

1. $R \subseteq S^N$
2. $E[x] \in R$ for each $x$ and $E \in S^N$.

**Proof.** Simultaneously by induction on the generation of $R$. 

---

**CHAPTER 4. THE $\lambda_{\mu}$-CALCULUS WITH ARITHMETIC**
(sn) Suppose that \( R = \mathbb{S} \mathbb{N} \). Now we certainly have \( R \subseteq \mathbb{S} \mathbb{N} \) and moreover \( E[x] \in \mathbb{S} \mathbb{N} \) by Lemma 4.4.15.

(\( \bigcap \)) Suppose that \( R = \bigcap \mathbb{R} \). Now we have \( T \subseteq \mathbb{S} \mathbb{N} \) for each \( T \in \mathbb{R} \) by the induction hypothesis, hence \( \bigcap \mathbb{R} \subseteq \mathbb{S} \mathbb{N} \).

(app) Suppose that \( R = S \rightarrow T \). For the first property, moreover suppose that \( t \in R \), which means \( tu \in T \) for each \( u \in S \). The induction hypothesis guarantees that \( x \in S \) and thus \( tx \in T \). Therefore we have \( tx \in \mathbb{S} \mathbb{N} \) by the induction hypothesis, so certainly \( t \in \mathbb{S} \mathbb{N} \).

For the second property we have to show that \( E[x] \in R \). So suppose that we are given a \( u \in S \), now by the induction hypothesis we obtain that \( u \in \mathbb{S} \mathbb{N} \), hence the induction hypothesis of the second property guarantees that \( E(\Box u)[x] \equiv E[x]u \in T \) and thus \( E[x] \in R \).

(suc) Suppose that \( R = \{ \Box \} \rightarrow T \). For the first property, moreover suppose that \( t \in R \), which means that \( \mathbb{S} t \in T \). Therefore \( \mathbb{S} t \in \mathbb{S} \mathbb{N} \) by the induction hypothesis, so certainly \( t \in \mathbb{S} \mathbb{N} \).

For the second property we have to show that \( E[x] \in R \). By the induction hypothesis we have \( E \mathbb{S} E[x] \in T \) and thus \( E[x] \in R \).

(nrec) Suppose that \( R = \{ \text{nrec } r s \Box \mid r \in T, s \in S \rightarrow T \rightarrow T \} \rightarrow T \). For the first property, moreover suppose that \( t \in R \), which means that \( \text{nrec } r s t \in T \) for each \( r \in T \) and \( s \in S \rightarrow T \rightarrow T \). By the induction hypothesis we have \( x \in T \) and \( y \in S \rightarrow T \rightarrow T \) (by a similar argument as (2)), hence \( \text{nrec } x y t \in T \subseteq \mathbb{S} \mathbb{N} \) and therefore certainly \( t \in \mathbb{S} \mathbb{N} \).

For the second property we have to show that \( E[x] \in R \). Now we have \( \text{nrec } r s E[x] \in T \) for every \( r \in T \subseteq \mathbb{S} \mathbb{N} \) and \( s \in S \rightarrow T \rightarrow T \subseteq \mathbb{S} \mathbb{N} \) by the induction hypothesis, hence \( E[x] \in R \).

As we have remarked before, we wish to express each reducibility candidate \( R \) as \( \mathcal{E} \rightarrow \mathbb{S} \mathbb{N} \) for some set of contexts \( \mathcal{E} \). Now we will make that idea precise.

**Definition 4.4.17.** Given an \( R \in \mathcal{R} \), a set of contexts \( R^\perp \) is inductively defined on the generation of \( R \) as follows.

\[
\mathbb{S} \mathbb{N}^\perp := \{ \Box \} \\
\bigcap \mathbb{R}^\perp := \bigcup \{ T^\perp \mid T \in \mathbb{R} \} \\
(S \rightarrow T)^\perp := \{ \Box \} \cup \{ E(\Box u) \mid u \in S, E \in T^\perp \} \\
(\mathbb{S} \Box)^\perp := \{ \Box \} \cup \{ E(\mathbb{S} \Box) \mid E \in T^\perp \} \\
(\text{nrec } r s \Box)^\perp := \{ \Box \} \cup \{ E(\text{nrec } r s \Box) \mid r \in T, s \in S \rightarrow T \rightarrow T, E \in T^\perp \}
\]

**Fact 4.4.18.** For each \( R \in \mathcal{R} \) we have \( \Box \in R^\perp \).

**Lemma 4.4.19.** For each \( R \in \mathcal{R} \) we have \( R = R^\perp \rightarrow \mathbb{S} \mathbb{N} \)

**Proof.** By induction on the generation of \( R \).

(sn) Suppose that \( R = \mathbb{S} \mathbb{N} \). We have \( R = \{ \Box \} \rightarrow \mathbb{S} \mathbb{N} \), so we are done.
Suppose that $R = \bigcap R$. Now we have $T = T^\bot \rightarrow SN$ for each $T \in R$ by the induction hypothesis and therefore the following.

$$R = \bigcap \{T^\bot \rightarrow SN \mid T \in R\}$$
$$= \bigcap \{t \mid \forall T \in R, E \in T^\bot . E[t] \in SN\}$$
$$= \bigcup \{T^\bot \mid T \in R\} \rightarrow SN$$

(app) Suppose that $R = S \rightarrow T$. Now we have $T = T^\bot \rightarrow SN$ by the induction hypothesis and therefore the following.

$$R = \{\Box u \mid u \in S\} \rightarrow T^\bot \rightarrow SN$$
$$= \{t \mid \forall u \in S . tu \in T^\bot \rightarrow SN\}$$
$$= \{t \mid \forall u \in S, E \in T^\bot . E[tu] \in SN\}$$
$$= \{t \mid \forall F \in \{E(\Box u) \mid u \in S, E \in T^\bot\} . F[t] \in SN\}$$
$$= \{t \mid t \in SN \land \forall F \in \{E(\Box u) \mid u \in S, E \in T^\bot\} . F[t] \in SN\}$$
$$= \{t \mid \forall F \in \{\Box\} \cup \{E(\Box u) \mid u \in S, E \in T^\bot\} . F[t] \in SN\}$$
$$= \{\Box\} \cup \{E(\Box u) \mid u \in S, E \in T^\bot\} \rightarrow SN$$

(suc) Suppose that $R = \{\text{rec } r s \Box \mid r \in T, s \in S \rightarrow T \rightarrow T\} \rightarrow T$. Now we have $T = T^\bot \rightarrow SN$ by the induction hypothesis and therefore the following.

$$R = \{\text{rec } r s \Box \mid r \in T, s \in S \rightarrow T \rightarrow T\} \rightarrow T^\bot \rightarrow SN$$
$$= \{t \mid \forall E \in T^\bot, r \in T, s \in S \rightarrow T \rightarrow T . E[\text{rec } r s t] \in SN\}$$
$$= \{t \mid t \in SN \land \forall E \in T^\bot, r \in T, s \in S \rightarrow T \rightarrow T . E[\text{rec } r s t] \in SN\}$$
$$= \{\Box\} \cup \{E(\text{rec } r s \Box) \mid r \in T, s \in S \rightarrow T \rightarrow T, E \in T^\bot\} \rightarrow SN$$

The steps $(\ast)$ are allowed because for each $T \in R$ we have $T \neq \emptyset$ by Lemma 4.4.16 $T^\bot \neq \emptyset$ by Fact 4.4.18 and because $F[t] \in SN$ implies $t \in SN$.

**Lemma 4.4.20.** For each $R \in \mathcal{R}$ and term $t$ we have $t \in R$ iff $E[t] \in SN$ for all contexts $E \in R^\bot$.

**Proof.** Assume that $t \in R$ and $E \in R^\bot$. Now $R = R^\bot \rightarrow SN$ by Lemma 4.4.19 and therefore $E[t] \in SN$ by Definition 4.4.13.

For the reverse implication assume that $E[t] \in SN$ for each $E \in R^\bot$. Now $t \in R^\bot \rightarrow SN$ by Definition 4.4.13 and therefore $t \in R$ by Lemma 4.4.19.
Now, before we can prove strong normalization of $\rightarrow_A$, it remains to give an
interpretation $[\rho] \in R$ for each type $\rho$. Intuitively one would try to adapt the
introduction for $\lambda\rightarrow$, which we have given in the introduction of this section.

$$[\mathbb{N}] := \mathbb{S}N$$
$$[ho \rightarrow \delta] := [\delta] \rightarrow [\sigma]$$

Unfortunately, the interpretation of $\mathbb{N}$ does not contain enough structure to
prove the following properties.

1. If $t \in \mathbb{S}N$, then $St \in \mathbb{S}N$.
2. If $t \in \mathbb{S}N$, $r \in S$ and $s \in \mathbb{S}N \rightarrow S \rightarrow S$, then $\text{nrec} \ r \ s \ t \in S$.

Here, the term $t$ could reduce to a term of the shape $\mu\alpha.c$ and is thereby able
to consume the surrounding $S$ or $\text{nrec}$. To define an interpretation of $\mathbb{N}$
that contains more structure we introduce the following definition first.

**Definition 4.4.21.** Let $\mathcal{N}$ denote the smallest collection of terms satisfying the
following conditions.

1. $\mathbb{S}N \in \mathcal{N}$
2. If $S \in \mathcal{N}$, then $\{S\} \rightarrow S \in \mathcal{N}$.
3. If $S \in \mathcal{N}$ and $T \in R$, then $\{\text{nrec} \ r \ s \ \square \ | \ r \in T, s \in S \rightarrow T \rightarrow T \} \rightarrow T \in \mathcal{N}$.

**Definition 4.4.22.** The interpretation $[\rho]$ of a type $\rho$ is defined as follows.

$$[\mathbb{N}] := \bigcap \mathcal{N}$$
$$[\delta \rightarrow \sigma] := [\delta] \rightarrow [\sigma]$$

**Fact 4.4.23.** For each type $\rho$ we have $[\rho] \in R$.

**Lemma 4.4.24.** For each $n \in \mathbb{N}$ we have $n \in [\mathbb{N}]$.

**Proof.** In order to prove this result we have to show that $n \in R$ for all $R \in \mathcal{N}$
and $n \in \mathbb{N}$. We proceed by induction on the generation of $R$.

1. **(var)** Suppose that $R = \mathbb{S}N$. Now we have to show that $n \in \mathbb{S}N$ for all $n \in \mathbb{N}$. However, $n$ is in normal form, so we have certainly $n \in \mathbb{S}N$.

2. **(suc)** Suppose that $R = \{\mathbb{S}\square\} \rightarrow S$. Now we have $\frac{n}{n} \in S$ for all $n \in \mathbb{N}$ by
the induction hypothesis and have to show that $\frac{\mathbb{S}n}{\mathbb{S}n} \in S$ for all $n \in \mathbb{N}$. However, $\mathbb{S}n \equiv n + 1$, so the required result follows immediately from the
induction hypothesis.

3. **(nrec)** Suppose that $R = \{\text{nrec} \ r \ s \ \square \ | \ r \in T, s \in S \rightarrow T \rightarrow T \} \rightarrow T$. Now we
have $\frac{n}{n} \in S$ for all $n \in \mathbb{N}$ by the induction hypothesis and have to show that $\text{nrec} \ r \ s \ \frac{n}{n} \in T$ for all $S \in \mathcal{N}, T \in R, r \in T, s \in S \rightarrow T \rightarrow T$ and
$n \in \mathbb{N}$. We proceed by induction on $n$.

   a. **Suppose that $n = 0$.** We have $E[r] \in \mathbb{S}N$ for all $E \in T^1$ by Lemma
   4.4.20 and $s \in \mathbb{S}N$ by Lemma 4.4.16. Hence $E[\text{nrec} \ r \ s \ 0] \in \mathbb{S}N$ by
   Lemma 4.4.12 and therefore $\text{nrec} \ r \ s \ 0 \in T$ by Lemma 4.4.20.
(b) Suppose that \( n > 0 \). Now we have \( \text{nrec } r \ s \ n - 1 \in T \) by the induction hypothesis. Furthermore, because \( s \in S \rightarrow T \rightarrow T \) and \( n - 1 \in S \), we have \( s \ n - 1 \ (\text{nrec } r \ s \ n - 1) \in T \) and therefore \( E[s \ n - 1 (\text{nrec } r \ s \ n - 1)] \in SN \) for all \( E \in T^\perp \) by Lemma 4.4.20. Hence \( E[\text{nrec } r \ s \ (S \ n - 1)] \in SN \) by Lemma 4.4.12 so \( \text{nrec } r \ s \ n \in T \) by Lemma 4.4.20.

Lemma 4.4.25. If \( t \in [\mathbb{N}] \), then \( \text{S } t \in [\mathbb{N}] \).

Proof. Assume that \( t \in [\mathbb{N}] \), that is, \( t \in R \) for all \( R \in N \). Now we have to prove that \( \text{S } t \in R \) for all \( R \in N \). But for all \( R \in N \) we have \( \{\Box\} \rightarrow R \in N \), hence \( t \in \{\Box\} \rightarrow R \) by assumption and therefore \( \text{S } t \in R \).

Lemma 4.4.26. If \( r \in [\rho] \), \( s \in [N \rightarrow \rho \rightarrow \rho] \) and \( t \in [\mathbb{N}] \), then \( \text{nrec } r \ s \ t \in [\rho] \).

Proof. We have \( [\mathbb{N}] \in N \) by Definition 4.4.22 so if \( t \in [\mathbb{N}] \), then \( \text{nrec } r \ s \ t \in T \) for all \( T \in R \), \( r \in T \) and \( s \in [N \rightarrow T \rightarrow T] \) by Definition 4.4.21. Also \( [\rho] \in R \) by Fact 4.4.22 and \( [N \rightarrow \rho \rightarrow \rho] = [\mathbb{N}] \rightarrow [\rho] \rightarrow [\rho] \), hence \( \text{nrec } r \ s \ t \in [\rho] \).

Lemma 4.4.27. Let \( x_1 : \rho_1, \ldots, x_n : \rho_n ; \alpha_1 : \delta_1, \ldots, \alpha_m : \delta_m \vdash t : \sigma \) such that \( \rho_i \in [\rho] \) for all \( 1 \leq i \leq n \) and \( E_j \in [\delta_j] \) for all \( 1 \leq j \leq m \), then:

\[
\text{t}[x_1 := r_1, \ldots, x_1 := r_1, \alpha_1 := \alpha_1 E_1, \ldots, \alpha_m := \alpha_m E_m] \in [\sigma]
\]

Proof. Abbreviate \( \Gamma = x_1 : \rho_1, \ldots, x_n : \rho_n \), \( \Delta = \alpha_1 : \delta_1, \ldots, \alpha_m : \delta_m \) and \( \text{t}' \equiv \text{t}[x_1 := r_1, \ldots, x_1 := r_1, \alpha_1 := \alpha_1 E_1, \ldots, \alpha_m := \alpha_m E_m] \). Now by mutual induction we prove that \( \Gamma; \Delta \vdash \text{t} : \sigma \) implies \( \text{t} \in [\sigma] \) and that \( \Gamma; \Delta ; \vdash c : \underline{\underline{\omega}} \) implies \( c' \in SN^\perp \).

(var) Let \( \Gamma; \Delta \vdash x : \sigma \) such that \( x : \sigma \in \Gamma \). Now we have \( x' \in [\sigma] \) by assumption.

(app) Let \( \Gamma; \Delta \vdash \lambda x : \rho \cdot t : \rho \rightarrow \delta \) with \( \Gamma; x : \rho; \Delta \vdash t : \delta \). Moreover let \( u \in [\rho] \) and \( E \in [\delta] \). Now we have \( t'[x := u] \in [\delta] \) by the induction hypothesis and so \( E[t'[x := u]] \in SN \) by Lemma 4.4.20. Therefore \( E[(\lambda x. t')u] \in SN \) by Lemma 4.4.9 and hence \( (\lambda x. t')u \in [\rho \rightarrow \delta] \) by Lemma 4.4.29 so \( \lambda x. t' \in [\rho \rightarrow \delta] \) by Definition 4.4.13.

(zero) Let \( \Gamma; \Delta \vdash 0 : \mathbb{N} \). Now we have \( 0 \in [\mathbb{N}] \) by Lemma 4.4.24.

(suc) Let \( \Gamma; \Delta \vdash \text{S } t : \mathbb{N} \) with \( \Gamma; \Delta \vdash t : \mathbb{N} \). Now we have \( t' \in [\mathbb{N}] \) by the induction hypothesis and therefore \( \text{S } t' \in [\mathbb{N}] \) by Lemma 4.4.25.

(nrec) Let \( \Gamma; \Delta \vdash \text{nrec } r \ s \ t : \rho \) with \( \Gamma; \Delta \vdash r : \rho \), \( \Gamma; \Delta \vdash s : \mathbb{N} \rightarrow \rho \rightarrow \rho \) and \( \Gamma; \Delta \vdash t : \mathbb{N} \). Now we have \( r' \in [\rho] \), \( s' \in [\mathbb{N} \rightarrow \rho \rightarrow \rho] \) and \( t' \in [\mathbb{N}] \) by the induction hypothesis. Therefore \( \text{nrec } r' s' t' \in [\rho] \) by Lemma 4.4.26.

(act) Let \( \Gamma; \Delta \vdash \mu \alpha : \rho ; c : \rho \) with \( \Gamma; \Delta ; \alpha : \rho \vdash c : \underline{\underline{\omega}} \). Moreover let \( E \in [\rho] \). Now we have \( c'[\alpha := \alpha E] \in SN^\perp \) by the induction hypothesis. Hence \( \mu \alpha . c'[\alpha := \alpha E] \in SN \) and therefore \( E[\mu \alpha . c'] \in SN \) by Corollary 4.4.11 so \( \mu \alpha . c' \in [\rho] \) by Lemma 4.4.20.
Let $\Gamma; \Delta \vdash [\alpha]t : \Box$ with $\alpha : \delta \in \Delta$ and $\Gamma; \Delta \vdash \delta$. Now we have $t' \in [\delta]$ by the induction hypothesis and a context $E \in [\delta]^+$ by assumption. Therefore $E[t'] \in SN$ by Lemma 4.4.20 and so $[\alpha]E[t'] \in SN^+$ because $(\alpha)t' = [\alpha]E[t']$. □

**Corollary 4.4.28.** If $\Gamma; \Delta \vdash t : \rho$, then $t \in SN_A$.

**Proof.** Suppose that $\Gamma; \Delta \vdash t : \rho$. Now we have $x \in [\rho]$ for each $x : \rho \in \Gamma$ by Lemma 4.4.16 and $\Box \in [\delta]^+$ for each $\alpha : \delta \in \Delta$ by Fact 4.4.18. Therefore $t \in [\rho]$ by Lemma 4.4.27 and hence $t \in SN_A$ by Fact 4.4.23 and Lemma 4.4.16 □

### 4.4.2 Strong normalization of (A) and (B)

**Lemma 4.4.29.** For each term $t$ it holds that $t \in SN_B$.

**Proof.** By performing a $\rightarrow_{\mu_\eta}$ or $\rightarrow_{\mu_i}$-reduction step on $t$, the term $t$ reduces strictly in its size and therefore $\rightarrow_B$-reduction is strongly normalising. □

**Lemma 4.4.30.** A single $\rightarrow_A$-reduction step can be advanced. That means, if $t_1 \rightarrow_B t_2 \rightarrow_A t_3$, then there is a $t_4$ such that the following diagram commutes.

\[
\begin{array}{c}
t_1 \xrightarrow{B} t_2 \\
\downarrow A \quad \quad \downarrow A \\
t_4 \xrightarrow{AB} t_3
\end{array}
\]

**Proof.** We prove this lemma by distinguishing cases on $t_1 \rightarrow_B t_2$ and $t_2 \rightarrow_A t_3$, we treat some interesting cases.

1. Let $(\lambda x.t) r \rightarrow_B (\lambda x.t) r' \rightarrow_A \lambda x.t[x := r']$ with $r \rightarrow_B r'$. Now by Lemma 4.3.17 we have $t[x := r] \rightarrow_{AB} t[x := r']$, hence the following diagram commutes.

\[
\begin{array}{c}
(\lambda x.t) r \xrightarrow{B} (\lambda x.t) r' \\
A \downarrow \quad \quad \quad A \\
t[x := r] \xrightarrow{AB} t[x := r']
\end{array}
\]

2. Let $E^s[\mu \alpha.c] \rightarrow_B F^s[\mu \alpha.c] \rightarrow_A \mu \alpha.c[\alpha := \alpha F^s]$ with $E^s \rightarrow_B F^s$. Now by Lemma 4.3.21 we have $c[\alpha := \alpha E^s] \rightarrow_{AB} c[\alpha := \alpha F^s]$, hence the following diagram commutes.

\[
\begin{array}{c}
E^s[\mu \alpha.c] \xrightarrow{B} F^s[\mu \alpha.c] \\
A \quad \quad \quad A \\
\mu \alpha.c[\alpha := \alpha E^s] \xrightarrow{AB} \mu \alpha.c[\alpha := \alpha F^s]
\end{array}
\]
3. Let \((\mu \alpha.[\alpha]\lambda x.t)r \rightarrow_B (\lambda x.t)r \rightarrow_A t[x := r]\). Now the following diagram commutes.

\[
\begin{array}{c}
(\mu \alpha.[\alpha]\lambda x.t) \quad \quad \quad B \\
\downarrow \quad \quad \downarrow \quad \quad \downarrow \\
\mu \alpha.[\alpha]t[x := r] \quad \quad \quad B \rightarrow t[x := r]
\end{array}
\]

4. Let \(\text{nrec } r \quad s (\mu \alpha.[\alpha]\text{rec}_n) \rightarrow_B \text{nrec } r \quad s \text{rec}_n \rightarrow_A s \quad n (\text{nrec } r \quad s \quad n)\). Now the following diagram commutes.

\[
\begin{array}{c}
\text{nrec } r \quad s (\mu \alpha.[\alpha]\text{rec}_n) \\
\downarrow \quad \quad \\
\mu \alpha.[\alpha]\text{nrec } r \quad s \quad \text{rec}_n \\
\downarrow \quad \quad \\
\mu \alpha.[\alpha](s \quad n \quad (\text{nrec } r \quad s \quad n)) \rightarrow_B s \quad n \quad (\text{nrec } r \quad s \quad n)
\end{array}
\]

5. Let \(E^*[\mu \alpha.[\alpha]\mu \beta.c] \rightarrow_B E^*[\mu \alpha.c[\beta := \alpha \sqcup]] \rightarrow_A \mu \alpha.c[\beta := \alpha \sqcup][\alpha := \alpha E^*]\). Now the following diagram commutes by Lemma [4.2.12]

\[
\begin{array}{c}
E^*[\mu \alpha.[\alpha]\mu \beta.c] \\
\downarrow \quad \quad \downarrow \\
\mu \alpha.[\alpha]E^*[\mu \beta.c[\alpha := \alpha E^*]] \quad \quad \quad \mu \alpha.c[\beta := \alpha \sqcup][\alpha := \alpha E^*] \\
\downarrow \quad \quad \downarrow \\
\mu \alpha.[\alpha]\mu \beta.c[\alpha := \alpha E^*][\beta := \beta E^*] \\
\downarrow \quad \quad \\
\mu \alpha.[\alpha]\mu \beta.c[\alpha := \alpha E^*] \rightarrow_B \mu \alpha.c[\beta := \gamma \sqcup][\alpha := \alpha E^*]
\end{array}
\]

6. Let \(E^*[\mu \alpha.[\gamma]\mu \beta.c] \rightarrow_B E^*[\mu \alpha.c[\beta := \gamma \sqcup]] \rightarrow_A \mu \alpha.c[\beta := \gamma \sqcup][\alpha := \alpha E^*]\) such that \(\alpha \neq \gamma\). Now the following diagram commutes by Lemma [4.2.12]

\[
\begin{array}{c}
E^*[\mu \alpha.[\gamma]\mu \beta.c] \\
\downarrow \quad \\
\mu \alpha.[\gamma]\mu \beta.c[\alpha := \alpha E^*] \\
\downarrow \\
\mu \alpha.[\gamma]\mu \beta.c[\alpha := \alpha E^*] \rightarrow_B \mu \alpha.c[\beta := \gamma \sqcup][\alpha := \alpha E^*]
\end{array}
\]

\[\square\]

**Corollary 4.4.31.** An \(-A-\)reduction step after multiple \(-B-\)reduction steps can be advanced. That means, if \(t_1 \rightarrow_B t_2 \rightarrow_A t_3\), then there is a \(t_4\) such that the following diagram commutes.

\[
\begin{array}{c}
t_1 \\
\downarrow \\
t_4 \rightarrow_{AB} t_3
\end{array}
\]
Proof. By iteration of Lemma 4.4.30 we have the following.

\[
\begin{array}{cccccccc}
  t_1 & B & t_2 & B & t_{n-1} & B & t_n \\
  \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \\
  \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \\
  t'_1 & \cdots & t'_{m} & \cdots & t'_{n-1} & \cdots & t'_n \\
  AB & AB & AB & AB & AB & AB & \\
\end{array}
\]

Lemma 4.4.32. For each infinite reduction sequence \( t_1 \Rightarrow_A t_m \Rightarrow \cdots \) that begins with \( m \) consecutive \( \Rightarrow_A \)-reduction steps there exists an infinite reduction sequence \( t_1 \Rightarrow_A t_m \Rightarrow t'_{m+1} \Rightarrow \cdots \) that begins with least \( m+1 \) consecutive \( \Rightarrow_A \)-reduction steps.

Proof. Assume that we have an infinite reduction sequence \( t_1 \Rightarrow_A t_m \Rightarrow \cdots \) If \( t_m \Rightarrow_B t_{m+1} \) we are immediately done, so let us assume that \( t_m \Rightarrow_B t_{m+1} \). Lemma 4.4.29 guarantees that an infinite sequence of \( \Rightarrow_B \)-reduction steps does not exist, so there should be an \( n > m \) such that \( t_m \Rightarrow_B t_n \Rightarrow t_{n+1} \Rightarrow \cdots \) By Corollary 4.4.31 we obtain a term \( t'_{m+1} \) such that the following diagram commutes.

\[
\begin{array}{cccccccc}
  t_1 & A & t_m & B & t_n \\
  \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \\
  \downarrow & \downarrow & \downarrow & \downarrow & \\
  t'_{m+1} & \cdots & t'_{n+1} & \cdots \\
  AB & AB & AB & \\
\end{array}
\]

This reduction sequence is also infinite and starts with at least \( m+1 \) consecutive \( \Rightarrow_A \)-reduction steps, so we are done.

Corollary 4.4.33. For each infinite \( \Rightarrow_{AB} \)-reduction sequence starting at \( t_1 \) there exists an infinite \( \Rightarrow_A \)-reduction sequence starting at \( t_1 \).

Proof. By iteration of Lemma 4.4.32.

Theorem 4.4.34. If \( \Gamma; \Delta \vdash t : \rho \), then \( t \in SN \).

Proof. Assume the contrary, then there should be an infinite \( \Rightarrow_{AB} \)-reduction sequence. But then by Corollary 4.4.33 we can obtain an infinite \( \Rightarrow_A \) reduction sequence and therefore \( t \notin SN_A \), which contradicts Corollary 4.4.28.

4.5 CPS-translation of \( \lambda^T_\mu \) into \( \lambda^T \)

In this section we will present a CPS-translation from \( \lambda^T_\mu \) into \( \lambda^T \). We will use this CPS-translation to prove the main result of this section: the functions that are definable in \( \lambda^T_\mu \) are exactly the functions that are provably recursive in first-order arithmetic.
Definition 4.5.1. Given a type $\tau$, then let $\neg\rho$ denote $\rho \rightarrow \tau$. Now given a type $\rho$, then the negative translation $\rho^\circ$ of $\rho$ is mutually inductively defined with $\rho^\bullet$ as follows.

$$
\rho^\circ := \neg\neg\rho^\bullet \\
N^\bullet := N \\
(\rho \rightarrow \delta)^\bullet := \rho^\circ \rightarrow \delta^\circ
$$

Definition 4.5.2. Given $\lambda^T$-terms $t$ and $r$, then the CPS-application $t \bullet r$ of $t$ and $r$ is defined as follows.

$$
t \bullet r := \lambda k.t(\lambda l.lrk)
$$

Definition 4.5.3. Given a $\lambda^T$-term $t$, then the negative of $t$ is defined as follows.

$$
t \cdot := \lambda k.kt
$$

Lemma 4.5.4. Given $\lambda^T$-terms $t$ and $r$ such that $\Gamma \vdash t : (\rho \rightarrow \delta)^\circ$ and $\Gamma \vdash r : \rho^\circ$, then $\Gamma \vdash t \bullet r : \delta^\circ$.

Proof. Suppose that $\Gamma \vdash t : (\rho \rightarrow \delta)^\circ$ and $\Gamma \vdash r : \rho^\circ$. Now we have $\Gamma \vdash t \bullet r : \delta^\circ$ as shown below.

\[
\begin{array}{c}
\frac{l : \rho^\circ \rightarrow \delta^\circ}{lr : \delta^\circ} \\
\frac{r : \rho^\circ}{lrk : \perp} \\
\frac{k : \neg \delta^\circ}{\lambda l.\neg(\rho^\circ \rightarrow \delta^\circ)}
\end{array}
\]

\[
\begin{array}{c}
t : (\rho \rightarrow \delta)^\circ \\
lrk : \perp \\
\lambda k.t(\lambda l.lrk) : \delta^\circ
\end{array}
\]

Definition 4.5.5. Given a $\lambda^T$-term $t$, then the CPS-translation $t^\circ$ of $t$ into $\lambda^T$ is inductively defined as follows.

$$
\begin{aligned}
x^\circ & := \lambda k.xk \\
(\lambda x.t)^\circ & := \lambda k.(\lambda x.t^\circ) \\
(tr)^\circ & := t^\circ \bullet r^\circ \\
0^\circ & := 0 \\
(Sl)^\circ & := \lambda k.t^\circ(\lambda l.\lambda k.(\lambda l.Sl)) \\
(nrec_\rho r s t)^\circ & := \lambda k.t^\circ(\lambda l.nrec r^\circ s^' l k) \\
\text{where } s^' & := \lambda xp.s^\circ \bullet x \bullet p \\
(\mu x.c)^\circ & := \lambda k_\alpha.c^\circ \\
([\alpha]t)^\circ & := t^\circ k_\alpha
\end{aligned}
$$

Here $k_\alpha$ is a fresh $\lambda$-variable for each $\mu$-variable $\alpha$.

In the translation of $nrec_\rho r s t$ we see that we are required to evaluate $t$ first, simply because it is the only way to obtain a numeral from $t$.

Lemma 4.5.6. Given a $\lambda^T$-term $t$ such that $\Gamma \vdash t : N$, then $\Gamma \vdash t : N^\circ$. 

Proof. Suppose that $\Gamma \vdash t : \mathbb{N}$. Now we have $\Gamma \vdash t : \mathbb{N}^\circ$ as shown below.

$$
\frac{
k : -\mathbb{N} \quad t : \mathbb{N} \quad \lambda k.kt : \mathbb{N}^\circ}{}
$$

\[\square\]

**Theorem 4.5.7.** The translation from $\lambda^T_p$ into $\lambda^T$ preserves typing. That is:

$$
\Gamma; \Delta \vdash t : \rho \text{ in } \lambda^T_p \quad \implies \quad \Gamma^\circ; \Delta^\circ \vdash t^\circ : \rho^\circ \text{ in } \lambda^T
$$

where $\Gamma^\circ = \{ x : \rho^\circ \mid x : \rho \in \Gamma \}$ and $\Delta^\circ = \{ k_\alpha : -\rho^\circ \mid \alpha : \rho \in \Delta \}$.

Proof. We prove that we have $\Gamma ; \Delta \vdash t : \rho$ and $\Gamma ; \Delta \vdash c : \mathbb{N}$ by mutual induction on the derivations $\Gamma^\circ; \Delta^\circ \vdash t^\circ : \rho^\circ$ and $\Gamma^\circ; \Delta^\circ \vdash t^\circ : \mathbb{N}$, respectively. We treat some interesting cases.

(zero) Let $\Gamma ; \Delta \vdash 0 : \mathbb{N}$. Now we have $\Gamma^\circ; \Delta^\circ \vdash 0^\circ : \mathbb{N}^\circ$ by Lemma 4.5.6.

(suc) Let $\Gamma ; \Delta \vdash S t : \mathbb{N}$ with $\Gamma ; \Delta \vdash t : \mathbb{N}$. Now we have $\Gamma^\circ; \Delta^\circ \vdash t^\circ : \mathbb{N}$ by the induction hypothesis. So $\Gamma^\circ; \Delta^\circ \vdash (S t)^\circ : \mathbb{N}^\circ$ as shown below.

$$
\frac{k : -\mathbb{N} \quad \lambda k.k(S t) : \mathbb{N} \quad \lambda k.t^\circ(\lambda k(S t)) : \mathbb{N}^\circ}{}
$$

(nrec) Let $\Gamma ; \Delta \vdash \text{nrec}_\rho r s t : \rho$ with $\Gamma ; \Delta \vdash r : \rho$, $\Gamma ; \Delta \vdash s : \mathbb{N} \rightarrow \rho \rightarrow \rho$ and $\Gamma ; \Delta \vdash t : \mathbb{N}$. Now we have $\Gamma^\circ; \Delta^\circ \vdash r^\circ : \rho^\circ$, $\Gamma^\circ; \Delta^\circ \vdash s^\circ : (\mathbb{N} \rightarrow \rho \rightarrow \rho)^\circ$ and $\Gamma^\circ; \Delta^\circ \vdash t^\circ : \mathbb{N}^\circ$ by the induction hypothesis. Furthermore we have $s^\circ : \mathbb{N} \rightarrow \rho^\circ \rightarrow \rho^\circ$ as shown below.

$$
\frac{s^\circ : (\mathbb{N} \rightarrow \rho \rightarrow \rho)^\circ \quad x : \mathbb{N} \quad \lambda x.p^\circ : \rho^\circ \quad \lambda x.p^\circ \cdot x : (\mathbb{N} \rightarrow \rho^\circ \rightarrow \rho^\circ)^\circ}{}
$$

Here, step (a) follows from Lemma 4.5.6 and step (b) and (c) follows from Lemma 4.5.4. So $\Gamma^\circ; \Delta^\circ \vdash (\text{nrec}_\rho r s t)^\circ : \rho^\circ$ as shown below.

$$
\frac{s^\circ : (\mathbb{N} \rightarrow \rho \rightarrow \rho)^\circ \quad l : \mathbb{N} \quad \text{nrec} r^\circ s^\circ l : \rho^\circ \quad \lambda k.t^\circ(\lambda nrec r^\circ s^\circ l k) : \mathbb{N} \quad \lambda k.t^\circ(\lambda nrec r^\circ s^\circ l k) : \mathbb{N}^\circ}{}
$$

\[\square\]
Lemma 4.5.8. Given a natural number \( n \), then \( n^0 \to n \).

Proof. By induction on \( n \).

1. Suppose that \( n = 0 \). Now we have \( 0^0 \equiv 0 \) by definition.

2. Suppose that \( n > 0 \). Now we have \( n^0 \to n \) by the induction hypothesis and therefore:

\[
\begin{align*}
n + 1^0 & \equiv \lambda k.n^0(\lambda l.k(s_l)) \\
& \to \lambda k.(\lambda q.qn)(\lambda l.k(s_l)) \\
& \equiv \lambda k.n^0
\end{align*}
\]

Lemma 4.5.9. Given a \( \lambda_T^\mu \)-term \( t \), then \( \lambda k.t^k \to t^0 \).

Proof. This result is proven similarly to Lemma 3.5.6.

Lemma 4.5.10. Given \( \lambda_T^\mu \)-terms \( r \) and \( s \), and moreover let \( s' = \lambda xp.s^0 \bullet x \bullet p \), then \( \lambda k.n_{rec} r^0 s' n k = n_{rec} r^0 s' n \).

Proof. We distinguish the following cases.

1. Suppose that \( n = 0 \). Now we have:

\[
\begin{align*}
\lambda k.n_{rec} r^0 s' n k & \to \lambda k.r^0 k \\
& \to r^0 \\
& = n_{rec} r^0 s'
\end{align*}
\]

Here, step (a) holds by Lemma 4.5.9.

2. Suppose that \( n > 0 \). Now we have:

\[
\begin{align*}
\lambda k.n_{rec} r^0 s' n k & \to \lambda k.s' n - 1 (n_{rec} r^0 s' n - 1) k \\
& \to \lambda k.(s' \bullet n - 1 \bullet n_{rec} r^0 s' n - 1) k \\
& = \lambda k.(\lambda k_2.(s' \bullet n - 1 \bullet n_{rec} r^0 s' n - 1) k_2) k \\
& \equiv \lambda k.(s' \bullet n - 1 \bullet n_{rec} r^0 s' n - 1) k \\
& \equiv s' n - 1 (n_{rec} r^0 s' n - 1) k \\
& = n_{rec} r^0 s' n
\end{align*}
\]

Lemma 4.5.11. Given \( \lambda_T^\mu \)-terms \( t \) and \( r \), then \( t^0[x := r^0] \to (t[x := r])^0 \).

Proof. This result is proven similarly to Lemma 3.5.7.

Lemma 4.5.12. Given a \( \lambda_T^\mu \)-term \( t \), then:

1. \((t[\alpha := \beta \Box])^0 \equiv t^0[k_\alpha := k_\beta]
\]

2. \((t[\alpha := \beta (S\Box)])^0 \to t^0[k_\alpha := \lambda l.k_\beta(s_l)]
\]
3. \((t[\alpha := \beta (\Box s)])^\circ \rightarrow t^\circ[k_\alpha := \lambda l.s^\circ k_b]\)

4. \((t[\alpha := \beta (\text{nrec } r s \Box)])^\circ \rightarrow t^\circ[k_\alpha := \lambda l.\text{nrec } r^\circ s^\prime l k_b]\)

**Proof.** This result is proven similarly to Lemma 3.5.8. 

**Lemma 4.5.13.** The translation from \(\lambda^T\) into \(\lambda^T\) preserves equality. That is, given \(\lambda^T\)-terms \(t_1\) and \(t_2\) such that \(t_1 = t_2\), then \(t_1^\circ = t_2^\circ\).

**Proof.** By induction on \(t_1 \rightarrow t_2\). We treat some interesting cases.

1. Let \(S(\mu \alpha.c) \rightarrow \mu \alpha[\alpha := \alpha (\Box)]\). Now:

\[
\begin{align*}
(S(\mu \alpha.c))^\circ & \equiv \lambda k.(\lambda k.\alpha)\lambda l.(S l) \\
& \rightarrow \lambda k.\alpha[k_\alpha := \lambda l.(S l)] \\
& = \lambda k.\alpha[\alpha := \alpha (\Box)]^\circ \\
& \equiv (\mu \alpha.\alpha[\alpha := \alpha (\Box)])^\circ
\end{align*}
\]

Here, step (a) holds by Lemma 4.5.12.

2. Let \(\text{nrec } r s 0 \rightarrow r\). Now:

\[
\begin{align*}
(\text{nrec } r s 0)^\circ & \equiv \lambda k.0(\lambda n.\text{nrec } r^\circ s^\prime n k) \\
& \rightarrow \lambda k.s^\circ 0 k \\
& = r^\circ
\end{align*}
\]

Here, step (a) holds by Lemma 4.5.9.

3. Let \(\text{nrec } r s (S n) \rightarrow s n (\text{nrec } r s n)\). Now:

\[
\begin{align*}
(\text{nrec } r s (S n))^\circ & \equiv \lambda k.(S n)^\circ(\lambda l.\text{nrec } r^\circ s^\prime l k) \\
& \rightarrow \lambda k.(S n)(\lambda l.\text{nrec } r^\circ s^\prime l k) \\
& \rightarrow \lambda k.s^\circ n (\text{nrec } r^\circ s^\prime n k) \\
& \rightarrow \lambda k.(s^\circ n)(\lambda k.\alpha) \equiv \lambda k.(s^\circ n)(\lambda k.\alpha) (\lambda l.\text{nrec } r^\circ s^\prime l n k) \\
& \equiv \lambda k.(s^\circ n)(\lambda l.\text{nrec } r^\circ s^\prime l n) k \\
& \equiv s^\circ n \equiv (s n (\text{nrec } r s n))^\circ
\end{align*}
\]

Here, step (a) holds by Lemma 4.5.8, step (b) holds by Lemma 4.5.10 and step (c) holds by Lemma 4.5.8.
4. Let \( nrec \ r s \mu a.c \rightarrow \mu a[c[\alpha := \alpha (nrec \ r s \square)]] \). Now:

\[
(nrec \ r s \mu a.c)^\circ = \lambda k.(\lambda k_a.c^\circ)(\lambda l.nrec \ r^\circ s^\circ l k)
\]

\[
= \lambda k.c^\circ[k_a := \lambda l.nrec \ r^\circ s^\circ l]
\]

\[
\equiv (\mu a.c[\alpha := \alpha (nrec \ r s \square)])^\circ \quad (a)
\]

Here, step (a) holds by Lemma 4.5.12.

**Theorem 4.5.14.** Each function \( f : \mathbb{N}^n \rightarrow \mathbb{N} \) that is representable in \( \lambda^T_\mu \) is representable in \( \lambda^T \). That is, let a term \( t : \mathbb{N}^n \rightarrow \mathbb{N} \) represent the function \( f \) in \( \lambda^T_\mu \), then there exists a term \( t' : \mathbb{N}^n \rightarrow \mathbb{N} \) that represents the function \( f \) in \( \lambda^T \).

**Proof.** Suppose that \( t : \mathbb{N}^n \rightarrow \mathbb{N} \) represents \( f : \mathbb{N}^n \rightarrow \mathbb{N} \) in \( \lambda^T_\mu \). That means that \( f(m_1, \ldots, m_n) = t m_1 \ldots m_n \). Now define a term \( t' \) as follows.

\[
t' := \lambda x_1 : \mathbb{N} \ldots \lambda x_n : \mathbb{N} \cdot (t^\circ \bullet x_1 \bullet \ldots \bullet x_n) \ (\lambda x : \mathbb{N} \cdot x)
\]

Now we have \( t^\circ : (\mathbb{N}^n \rightarrow \mathbb{N})^\circ \) by Theorem 4.5.7, \( x_i : \mathbb{N}^0 \) by Lemma 4.5.6 and therefore \( t^\circ \bullet x_1 \bullet \ldots \bullet x_n : \mathbb{N}^\circ \) by Lemma 4.5.4. Hence by letting \( \bot = \mathbb{N} \) we have \( t' : \mathbb{N} \). Now it remains to prove that \( f(m_1, \ldots, m_n) = t' m_1 \ldots m_n \).

\[
t' m_1 \ldots m_n = (t^\circ \bullet m_1 \bullet \ldots \bullet m_n) \lambda x.x
\]

\[
= (t^\circ \bullet m_1^\circ \bullet \ldots \bullet m_n^\circ) \lambda x.x \quad (a)
\]

\[
= (t m_1 \ldots m_n)^\circ \lambda x.x \quad (b)
\]

\[
= f(m_1, \ldots, m_n) \lambda x.x \quad (c)
\]

Here, step (a) holds by Lemma 4.5.8, step (b) holds by Lemma 4.5.13 and step (c) holds by Lemma 4.5.8.

**Corollary 4.5.15.** The functions definable in \( \lambda^2_\mu \) are exactly those that are provably recursive in first-order arithmetic.

**Proof.** This result follows immediately from Theorem 4.1.12 and 4.5.14.

### 4.6 Embedding \( \lambda^T_\mu \) into \( \lambda^2_\mu \)

It is well known that the equational theory of \( \lambda^T \) can be embedded into \( \lambda^2 \) \cite{SU06}. So, using the translation in the preceding section, \( \lambda^T_\mu \) can be embedded into \( \lambda^T \) and thereby also in \( \lambda^2_\mu \). However, simulation of the control operator \( \mu \) by CPS is not quite satisfactory since \( \lambda^2_\mu \) contains that operator too.

In this section we present a direct translation of \( \lambda^T_\mu \) into \( \lambda^2_\mu \). This translation has two goals. Firstly, it preserves occurrences of the control operator \( \mu \). Secondly, it show how the output operator \( \Phi \) (Definition 3.4.7) can be adapted, which nicely contrasts the differences between \( \lambda^T_\mu \) and \( \lambda^2_\mu \).
Definition 4.6.1. Given a $\lambda^T$-type $\delta$, then a $\lambda^2$-type $\delta^\circ$ is inductively defined as follows.

\[
\begin{align*}
N^\circ &:= N \\
(\rho \to \delta)^\circ &:= \rho^\circ \to \delta^\circ
\end{align*}
\]

Definition 4.6.2. Given a $\lambda^T\mu$-term $t$, then a $\lambda^2\mu$-term $t^\circ$ is inductively defined as follows.

\[
\begin{align*}
x^\circ &:= x \\
0^\circ &:= c_0 \\
(St)^\circ &:= t^\circ \ ((N \to N) \to N) \, \hat{S} \, \hat{0} \, (\lambda l. S l) \\
\text{where } \hat{0} &:= \lambda k.kc_0 \text{ and } \hat{S} := \lambda kh.k(\lambda l. h(S l)) \\
(\lambda x.t)^\circ &:= \lambda x.t^\circ \\
(tr)^\circ &:= t^\circ r^\circ \\
(nrec_{\rho r s t})^\circ &:= nrec_{\rho r} \, r^\circ \, s^\circ \, t^\circ \\
(\mu \alpha.c)^\circ &:= \mu \alpha.c^\circ \\
([\alpha]t)^\circ &:= [\alpha]t^\circ
\end{align*}
\]

The key idea of this embedding is the translation of the successor. This translation ensures that we do not create closed terms of type $N$ whose normal form is of another shape than $c_n$. If we would translate $St$ into $St^\circ$ instead, this property fails. For example, the normal form of $\mu \alpha.[\alpha]S\Theta[\alpha]0$ is $0$, but the normal of $(\mu \alpha.[\alpha]S\Theta[\alpha]0)^\circ$ is not a numeral.

\[
(\mu \alpha.[\alpha]S\Theta[\alpha]0)^\circ \equiv \mu \alpha.[\alpha](\lambda n. \lambda p. \lambda f x f((\Theta[\alpha]c_0)p f x))\Theta[\alpha]c_0 \\
\to \mu \alpha.[\alpha]\lambda p. \lambda f x f((\Theta[\alpha]c_0)p f x) \\
\to \mu \alpha.[\alpha]\lambda p. \lambda f x f((\Theta[\alpha]c_0)c_0)
\]

In Section 3.4, we have seen how Parigot \cite{Par93} uses the output operator $\Phi$ to extract a numeral from such a term. Here we adapt the output operator for the translation of the successor. However, instead of using the identity function as the top continuation, we use $\lambda l. S l$. The following lemma states that the translation of numerals is correct.

**Lemma 4.6.3.** Given a natural number $n$, then $n^\circ \to c_n$.

**Proof.** By induction on $n$.

1. Suppose that $n = 0$. Now we have $\hat{0}^\circ \equiv c_0$ by definition.

2. Suppose that $n > 0$. Now we have $n^\circ \to c_n$ by the induction hypothesis and therefore:

\[
\begin{align*}
n + 1^\circ &\equiv (S \hat{0})^\circ \\
&\equiv n^\circ \ ((N \to N) \to N) \, \hat{S} \, \hat{0} \, (\lambda l. S l) \\
&\to c_n \ ((N \to N) \to N) \, \hat{S} \, \hat{0} \, (\lambda l. S l) \\
&\to (\lambda k. kc_n) \, (\lambda l. S l) \\
&\to c_{n+1}
\end{align*}
\]

Here, step (a) is proven by induction on $n$. \hfill \square
Lemma 4.6.4. The translation from $\lambda^T_\mu$ into $\lambda^2_\mu$ preserves typing. That is:
\[
\Gamma; \Delta \vdash t : \rho \text{ in } \lambda^T_\mu \implies \Gamma^\circ; \Delta^\circ \vdash t^\circ : \rho^\circ \text{ in } \lambda^2_\mu
\]
where $\Gamma^\circ = \{ x : \rho^\circ \mid x : \rho \in \Gamma \}$ and $\Delta^\circ = \{ \alpha : \rho^\circ \mid \alpha : \rho \in \Delta \}$.

Proof. Straightforward by induction on the derivation $\Gamma; \Delta \vdash t : \rho$.

Lemma 4.6.5. The translation from $\lambda^T_\mu$ into $\lambda^2_\mu$ preserves $\to_{\mu^\beta}$, $\to_{\mu^\beta}$, $\to_{\mu^R}$, $\to_{\mu^l}$, $\to_{\mu}$ and $\to_{\mu^k}$-reduction. That is, if $t \to_{\mu^k} t'$, $t \to_{\mu^R} t'$, $t \to_{\mu} t'$ or $t \to_{\mu^l} t'$, then $t^\circ \to^+ t'^\circ$.

Proof. We treat some non-trivial cases.

1. Let $\mu \alpha. c \rightarrow \mu \alpha. t[\alpha := \alpha (S \Box)]$. Now:
\[
t^\circ \equiv \mu^\circ c^\circ \left( (N \to N) \to N \right) \tilde{\cdot} 0 (\lambda l. S l)
\]
\[
\rightarrow \mu^\circ c^\circ [\alpha := \alpha (\Box (N \to N) \to N) \tilde{\cdot} 0 (\lambda l. S l)]
\]
\[
\equiv (\mu^\circ t[\alpha := \alpha (S \Box)])^\circ
\]

2. Let $\nrec_\rho r s \mu \alpha. c \rightarrow \mu \alpha. t[\alpha := \alpha (nrec_\rho r s \Box)]$. Now:
\[
t^\circ \equiv \pi_1 (\mu^\circ c^\circ (\rho \times N) (\lambda h. (s^\circ (h \pi_1 (h \pi_2 h)) \pi_2 h)) (r^\circ, c_0))
\]
\[
\rightarrow \pi_1 (\mu^\circ c^\circ [\alpha := \alpha (\rho \times N) (\lambda h. (s^\circ (h \pi_1 (h \pi_2 h)) \pi_2 h)) (r^\circ, c_0)])
\]
\[
\rightarrow \mu^\circ c^\circ [\alpha := \pi_1 (\rho \times N) (\lambda h. (s^\circ (h \pi_1 (h \pi_2 h)) \pi_2 h)) (r^\circ, c_0)]
\]
\[
\equiv (\mu^\circ t[\alpha := \alpha (nrec_\rho r s \Box)])^\circ
\]

Lemma 4.6.6. The translation from $\lambda^T_\mu$ into $\lambda^2_\mu$ preserves primitive recursion. That is:
\[
\text{nrec } r^\circ s^\circ 0 \rightarrow^+ r^\circ
\]
\[
\text{nrec } r^\circ s^\circ (S n^\circ) \rightarrow^+ s^\circ c_n (s^\circ c_{n-1} \ldots (s^\circ c_0 r^\circ))
\]

Proof. It is straightforward to show that $\text{nrec } r^\circ s^\circ 0 \rightarrow^+ r^\circ$. Furthermore, by induction on $n$ we have $\text{nrec } r^\circ s^\circ (S c_n) \rightarrow^+ s^\circ c_n (s^\circ c_{n-1} \ldots (s^\circ c_0 r^\circ))$, so our goal holds by Lemma 4.6.3.

Corollary 4.6.7. The translation from $\lambda^T_\mu$ into $\lambda^2_\mu$ preserves equality. That is, given $\lambda^T_\mu$-terms $t_1$ and $t_2$ such that $t_1 = t_2$, then $t_1^\circ = t_2^\circ$.

Proof. This result follows immediately from Lemma 4.6.5 and 4.6.6.

Theorem 4.6.8. Each function $f : N^n \to N$ that is representable in $\lambda^T_\mu$ is representable in $\lambda^2_\mu$. That is, let a term $t : N^n \to N$ represent the function $f$ in $\lambda^T_\mu$, then there exists a term $t' : N^n \to N$ that represents the function $f$ in $\lambda^2_\mu$. 

Proof. Suppose that \( t : \mathbb{N}^n \to \mathbb{N} \) represents \( f : \mathbb{N}^n \to \mathbb{N} \) in \( \lambda_T^\mu \). That means that \( f(m_1, \ldots, m_n) = t(m_1 \ldots m_n) \). Now let \( t' := t^\circ \). We have \( t^\circ : \mathbb{N}^n \to \mathbb{N} \) by Lemma 4.6.4 so it remains to prove that \( c_{f(m_1, \ldots, m_n)} = t^\circ c_m \ldots c_m \).

\[
t^\circ c_m \ldots c_m = (t^\circ m_1^b \ldots m_n^b) \quad (a)
= (t m_1 \ldots m_n)^b
= (f(m_1, \ldots, m_n))^b \quad (b)
= c_{f(m_1, \ldots, m_n)}
\]

Here, step (a) and (b) hold by Lemma 4.6.3.

4.7 Correctness of programs

In this section we will consider a simple \( \lambda_T^\mu \)-program and prove its correctness by equational reasoning. This program is similar to the list product program given in the introduction of Chapter 3. However, since \( \lambda_T^\mu \) does not have a list data type we consider a program that computes the product of a term \( f : \mathbb{N} \to \mathbb{N} \) applied to each numeral in the sequence \((0, \ldots, n)\) for some \( n \in \mathbb{N} \). Again, our program will stop multiplying once a zero is encountered. Because we need multiplication, for which we need addition, we define these notions first.

Definition 4.7.1. The term plus is defined as follows.

\[
\text{plus} := \text{nrec} (\lambda y. y) (\lambda xh. S(hy))
\]

Notation 4.7.2. As usual we use the infix notation \( x + y \) for \( \text{plus} \ x \ y \).

Since plus is the well-known addition function we will not prove its correctness, that is \( x + y = x + y \). It is more interesting to look at its behavior when it is applied to a term of the shape \( \Theta c \). In this case it is required that the term \( \Theta c \) propagates through the function.

Lemma 4.7.3. Given a command \( c \) and term \( t \), then:

\[
(\Theta c) + t = \Theta c
\]

Proof. This follows directly from the rules \( \rightarrow_{\text{ind}} \) and \( \rightarrow_{\text{mu}} \).

\[
(\Theta c) + t \equiv \text{nrec} (\lambda y. y) (\lambda xh. S(hy)) (\Theta c) t
\]

\[
\rightarrow (\Theta c)t
\]

\[
\rightarrow \Theta c
\]

Lemma 4.7.4. Given a command \( c \) and a natural number \( n \), then:

\[
n + (\Theta c) = \Theta c
\]

Proof. By induction on \( n \).

1. Suppose that \( n = 0 \). Now we have the following.

\[
0 + (\Theta c) \equiv \text{nrec} (\lambda y. y) (\lambda xh. S(hy)) 0 \Theta c
\]

\[
\rightarrow (\lambda y. y)\Theta c
\]

\[
\rightarrow \Theta c
\]
2. Suppose that \( n > 0 \). Now we have \( n + (\Theta c) = \Theta c \) by the induction hypothesis and hence:

\[
\begin{align*}
\mathcal{N} + 1 + (\Theta c) &\equiv \mathsf{nrec} (\lambda y. y) (\lambda x h y. S (h y)) S (\mathcal{N} + (\Theta c)) \\
&\rightarrow (\lambda x h y. S (h y)) S (\mathcal{N} + (\Theta c)) \\
&\rightarrow S (\mathsf{nrec} (\lambda y. y) (\lambda x h y. S (h y)) \mathcal{N} (\Theta c)) \\
&\equiv S (\mathcal{N} + (\Theta c)) \\
&= S (\Theta c) \\
&\rightarrow \Theta c
\end{align*}
\]

Now we use addition to define multiplication. Again we use the well-known multiplication function, so we certainly have \( x * y = x * y \).

Definition 4.7.5. The term \( \text{mult} \) is defined as follows.

\[
\text{mult} := \mathsf{nrec} (\lambda y. 0) (\lambda x h y. y + (h y))
\]

Notation 4.7.6. As usual we use the infix notation \( x * y \) for \( \text{mult} \ x \ y \).

Lemma 4.7.7. Given a command \( c \) and term \( t \), then:

\[(\Theta c) * t = \Theta c\]

Proof. This follows directly from the rules \( \rightarrow_{\mu L} \) and \( \rightarrow_{\mu R} \).

\[
\begin{align*}
(\Theta c) * t &\equiv \mathsf{nrec} (\lambda y. 0) (\lambda x h y. y + (h y)) (\Theta c) \ t \\
&\rightarrow (\Theta c) t \\
&\rightarrow \Theta c
\end{align*}
\]

The preceding lemma indicates that if the first argument of the multiplication function is of the shape \( \Theta c \), it will propagate through the function. However, if the first argument is 0 and the second argument is of the shape \( \Theta c \), then the function returns 0 and ignores the argument \( \Theta c \).

\[
0 * (\Theta c) \equiv \mathsf{nrec} (\lambda y. 0) (\lambda x h y. y + (h y)) (\Theta c) \\
&\rightarrow (\lambda y. 0) (\Theta c) \\
&\rightarrow 0
\]

This behavior is obviously what we would expect in a call-by-name system: if an argument is not used, it will be ignored.

Lemma 4.7.8. Given a command \( c \) and a natural number \( n > 0 \), then:

\[
\mathcal{N} * (\Theta c) = \Theta c
\]

Proof. This follows directly from Lemma 4.7.7.

\[
\begin{align*}
\mathcal{N} + 1 * (\Theta c) &\equiv \mathsf{nrec} (\lambda y. 0) (\lambda x h y. y + (h y)) \mathcal{N} + 1 (\Theta c) \\
&\rightarrow (\Theta c) + (\mathcal{N} * (\Theta c)) \\
&\rightarrow \Theta c
\end{align*}
\]
Now that we have defined multiplication we are finally able to define our program and its specification.

**Definition 4.7.9.** The term $\Pi$ is defined as $\Pi := \lambda f \lambda x. \mu \alpha. \mu \alpha f x$, where:

$\Pi^\alpha f x = \text{rec } 1 (\lambda x m. \text{n-case } (\Theta[\alpha]0) (\lambda y. S y * m) (f x))$

**Definition 4.7.10.** Given a term $f : \mathbb{N} \rightarrow \mathbb{N}$, then the relation binary relation $M_f$ over numerals is inductively defined as follows.

$M_f(0, 1)$

$\forall x m. M_f(x, m) \rightarrow M_f(S x, f x * m)$

We say that $\Pi$ is correct if $M_f(x, \Pi f x)$ for each $f : \mathbb{N} \rightarrow \mathbb{N}$ and $x \in \mathbb{N}$.

Keeping the distinction between returning normally and returning exception ally in mind we introduce the following definition. However, soon we will see that this definition is too restricted.

**Temporary Definition 4.7.11.** Given a term $f : \mathbb{N} \rightarrow \mathbb{N}$, a $\mu$-variable $\alpha$ and a natural number $x$, then we say that:

1. $\Pi f x$ returns normally if $\Pi f x = m$ with $M_f(x, m)$.

2. $\Pi f x$ returns exceptionally if $\Pi f x = \Theta[\alpha] m$ with $M_f(x, m)$.

**Temporary Lemma 4.7.12.** Given a term $f : \mathbb{N} \rightarrow \mathbb{N}$, a $\mu$-variable $\alpha$ and a natural number $x$, and let $\Pi f x$ return normally or exceptionally, then we have $M_f(x, \Pi f x)$.

Proof. Suppose that $\Pi f x$ returns normally. That is, $\Pi f x = m$ with $M_f(x, m)$. Now we have:

$\Pi f x \equiv (\lambda f \lambda x. \mu \alpha. [\alpha] \Pi f x) f x$

$\rightarrow \mu \alpha. [\alpha] \Pi f x$

$= \mu \alpha. [\alpha] m$

$\rightarrow m$

Alternatively, suppose that $\Pi f x$ returns exceptionally. That is, $\Pi f x = \Theta[\alpha] m$ with $M_f(x, m)$. Now we have:

$\Pi f x \equiv (\lambda f \lambda x. \mu \alpha. [\alpha] \Pi f x) f x$

$\rightarrow \mu \alpha. [\alpha] \Pi f x$

$= \mu \alpha. [\alpha] \Theta[\alpha] m$

$\rightarrow \mu \alpha. [\alpha] m$

$\rightarrow m$ \qed

Now it remains to prove that given a natural number $x$ we have that $\Pi f x$ returns normally or exceptionally. We proceed by induction on $x$. It follows immediately for $x = 0$, because then $\Pi f 0 = 1$ and $M_f(0, 1)$. If we have $x > 0$, then we distinguish the following cases.
1. Let \( f \bar{x} = 0 \). Now we have \( \Pi_0^f \bar{x} = \Theta[\alpha]0 \). Hence we are done because we certainly have \( M_f(\bar{x}, 0) \).

2. Let \( f \bar{x} \neq 0 \). Now we have \( \Pi_0^f \bar{x} = f \bar{x} \cdot (\Pi_0^f x - 1) \). Moreover, by the induction hypothesis we have either:

   (a) \( \Pi_0^f x - 1 \) returns normally. That is \( \Pi_0^f x - 1 = m \) with \( M_f(x - 1, m) \). Now \( \Pi_0^f \bar{x} = f \bar{x} \cdot m \), so we are done because \( M_f(\bar{x}, f \bar{x} \cdot m) \).

   (b) \( \Pi_0^f x - 1 \) returns exceptionally. That is \( \Pi_0^f x - 1 = \Theta[\alpha]m \) with \( M_f(\bar{x}, m) \). Now \( \Pi_0^f \bar{x} = f \bar{x} \cdot \Theta[\alpha]m = \Theta[\alpha]m \) by Lemma 4.7.8. However, if \( m \) is the product of the sequence \((0, \ldots, \bar{x})\), it is not necessarily the product of a longer sequence, so we are stuck.

Here we are stuck because the induction hypothesis is not strong enough. Because if we know that \( \Pi_0^f x - 1 \) returns exceptionally, we cannot conclude that \( \Pi_0^f \bar{x} \) returns exceptionally.

But first, let us assume that we encounter a subcase \( \Pi_0^f x \) for certain \( x \) during evaluation of \( \Pi f \bar{x} \). Now, what does it mean, in terms of program correctness, to return exceptionally with \( m \)? It means that \( m \) is a product of \( f \) applied to the sequence \((0, \ldots, \bar{x})\) and not just \((0, \ldots, \bar{x})\). More generally, it means that \( m \) is a product of \( f \) applied to every sequence \((0, \ldots, y)\) such that \( y > x \).

**Definition 4.7.13.** Given a term \( f : \mathbb{N} \rightarrow \mathbb{N} \), a \( \mu \)-variable \( \alpha \) and a natural number \( x \), then we say that:

1. \( \Pi_0^f \bar{x} \) returns normally if \( \Pi_0^f \bar{x} = m \) with \( M_f(\bar{x}, m) \).
2. \( \Pi_0^f \bar{x} \) returns exceptionally if \( \Pi_0^f \bar{x} = \Theta[\alpha]m \) with \( M_f(y, m) \) for each \( y \geq x \).

So if \( \Pi_0^f \bar{x} \) returns exceptionally, we do not just prove that \( m \) is the product of \( f \) applied to the sequence \((0, \ldots, \bar{x})\), but also that \( m \) is the product of \( f \) applied to every sequence \((0, \ldots, y)\) such that \( y \geq x \).

**Lemma 4.7.14.** Given a term \( f : \mathbb{N} \rightarrow \mathbb{N} \), a \( \mu \)-variable \( \alpha \) and a natural number \( x \). Also, let \( \Pi_0^f \bar{x} \) return normally or exceptionally, then we have \( M_f(\bar{x}, \Pi f \bar{x}) \).

**Proof.** In the same way as we have proven Temporary Lemma 4.7.12 but take \( y = x \) in case of an exceptional return.

**Lemma 4.7.15.** Given a term \( f : \mathbb{N} \rightarrow \mathbb{N} \), a \( \mu \)-variable \( \alpha \) and a natural number \( x \), then \( \Pi_0^f \bar{x} \) returns normally or exceptionally.

**Proof.** By induction on \( x \). It follows immediately for \( x = 0 \), because then \( \Pi_0^f \bar{0} = 1 \) and \( M_f(\bar{0}, 1) \). If \( x > 0 \), then we distinguish the following cases.

1. Let \( f \bar{x} = 0 \). Now we have \( \Pi_0^f \bar{x} = \Theta[\alpha]0 \). Hence we are done because we have \( M_f(y, 0) \) for each \( y \geq x \).

2. Let \( f \bar{x} \neq 0 \). Now we have \( \Pi_0^f \bar{x} = f \bar{x} \cdot (\Pi_0^f x - 1) \). Moreover, by the induction hypothesis we have either:

   (a) \( \Pi_0^f x - 1 \) returns normally. That is \( \Pi_0^f x - 1 = m \) with \( M_f(x - 1, m) \). Now \( \Pi_0^f \bar{x} = f \bar{x} \cdot m \), so we are done because \( M_f(\bar{x}, f \bar{x} \cdot m) \).
(b) $\Pi_\mu^\alpha x - 1$ returns exceptionally. That is $\Pi_\mu^\alpha x - 1 = \Theta[\alpha|m]$ with $M_f(y,m)$ for each $y \geq x$. Now $\Pi_\mu^\alpha x = f \cdot x \cdot \Theta[\alpha|m] = \Theta[\alpha|m]$ by Lemma 4.7.8. Hence $\Pi_\mu^\alpha x$ returns exceptionally as well. \hfill \Box

**Theorem 4.7.16.** The program $\Pi$ is correct. That is, $M_f(x, \Pi f \bar x)$ for each $f : \mathbb{N} \to \mathbb{N}$ and $x \in \mathbb{N}$.

**Proof.** By Lemma 4.7.14 and 4.7.15 \hfill \Box

It is not too hard to extend this approach to more interesting programs. It always consists of two parts: prove that throws propagate through various terms and then define what it means to return normally respectively exceptionally.
Chapter 5

Further research

In this chapter we take a look at some extensions of our work. First we discuss extensions of $\lambda^T_\mu$ with other data types. Specifically, we consider an extension with lists and indicate how the main meta theoretical properties can be proven. Unfortunately, our proof of strong normalization for $\lambda^T_\mu$ does not extend to lists, this is possibly related to a known problem with respect to proving strong normalization for the symmetric $\lambda_\mu$-calculus.

Secondly, we discuss how our system could be used for extraction of programs with control from classical proofs. In order to do this, we explain the concept of program extraction by considering program extraction from the Calculus of Constructions to System $\text{F}_\omega$.

5.1 Other data types

In this section we extend $\lambda^T_\mu$ with lists and indicate some problem of this extension. First we extend Definition 4.1.1 with a type $[\rho]$ for lists over a type $\rho$, Definition 4.2.1 with the list constructors $\text{nil}$ and $\text{cons}$ and with a primitive recursor $\text{lrec}$ for lists as follows.

$$
\rho, \delta ::= \ldots \mid [\delta]
$$

$$
t, r, s ::= \ldots \mid \text{nil} \mid \text{cons} r t \mid \text{lrec}_\rho r s t
$$

As usual we denote $\text{cons} r t$ as $r :: t$. Moreover, because it is convenient to be able to talk about a term representing an actual list we introduce the following notation.

Notation 5.1.1. $[r_1, \ldots, r_n] := r_1 :: \ldots :: r_n :: \text{nil}$

The additional typing rules are shown in Figure 5.1. Now, to define the reduction rules, we have to be more careful. For $\lambda^T_\mu$ we had to make sure that the reduction rule $\text{nrec} r s St \rightarrow s t$ (nrec $r s t$) is only allowed if $t$ is unable to reduce to a term of the shape $\mu \alpha.c$. Therefore we required $t$ to be equal to $n$ for some $n \in \mathbb{N}$. However, because this condition becomes slightly more complicated for lists, we extend the notion of values.

Definition 5.1.2. The values of $\lambda^T_\mu$ with list are inductively defined as follows.

$$
v, w ::= 0 \mid Sv \mid \text{nil} \mid v :: w \mid \lambda x.r
$$
In order to extend the notion of structural substitution we have to extend contexts with some additional constructors first.

\[ E ::= \ldots \mid E :: t \mid v :: E \mid \text{lrec } r \ s \ E \]

Now the notion of substitution, structural substitution, free \( \lambda \)-variables, free \( \mu \)-variables are extended in the obvious way and we can extend the reduction rules as follows.

\[
\begin{align*}
\text{lrec } r \ s \ n \ &\rightarrow_{\text{nil}} \ n \\
\text{lrec } r \ s \ (v :: w) &\rightarrow_{\ast} s \ v \ w \ (\text{lrec } r \ s \ w) \\
\text{lrec } r \ s \ (\mu\alpha.t) &\rightarrow_{\mu\parallel} \mu\alpha.t[\alpha := \alpha \ (\text{lrec } r \ \Box)] \\
\text{lrec } r \ s \ (\lambda x.t) &\rightarrow_{\mu\lambda L} \mu\alpha.t[\alpha := \alpha \ (\Box :: r)] \\
v :: (\mu\alpha.t) &\rightarrow_{\mu\lambda R} \mu\alpha.t[\alpha := \alpha \ (v :: \Box)]
\end{align*}
\]

It is not too hard to verify that this system satisfies subject reduction and that we have a normal form theorem similar to Lemma 4.2.6. However we do not have a similar result for lists as we stated for numerals in Lemma 4.2.7. For example, \( \mu\alpha.[\lambda x.\Theta][\alpha]\) is a well-typed term of type \( [\gamma \rightarrow \gamma] \) and is moreover in normal form. But unfortunately this term is not of the shape \( [r_1, \ldots, r_n] \). However, we have such a result for normal forms of ground types.

**Definition 5.1.3.** A ground type is a type of the following shape.

\[ \rho, \delta ::= \mathbb{N} \mid [\delta] \]

**Lemma 5.1.4.** Given a term \( t \) that is in normal form and such that \( \Delta \vdash t : \rho \), then:

1. If \( \rho = \mathbb{N} \), then \( t \equiv n \) or \( t \equiv \mu\alpha.[\beta] n \) for some \( n \in \mathbb{N} \).
2. If \( \rho = [\delta] \), then \( t \equiv [r_n, \ldots, r_1] \) or \( t \equiv \mu\alpha.[\beta][r_n, \ldots, r_1] \) for some \( n \in \mathbb{N} \) and terms \( r_i \).

Furthermore, if \( \delta \) is a ground type, then FCV(r_i) = \( \emptyset \) for \( 1 \leq i \leq n \).
3. If \( \rho = [\gamma \rightarrow \delta] \) then \( t \equiv \lambda x.\rho \) or \( t \equiv \mu\alpha.[\beta]\lambda x.\rho \) for some \( x \) and \( \rho \).

**Proof.** By induction on the derivation \( \Delta \vdash t : \rho \). We treat some cases.
(nil) Let $\Delta \vdash \text{nil} : [\delta]$. Now we are immediately done because $\text{nil} \equiv \text{[]}$. Furthermore, we have $\text{FCV}(\text{nil}) = \emptyset$.

(cons) Let $\Delta \vdash r_{n+1} :: t : [\delta]$ with $\Delta \vdash r : [\delta]$ and $\Delta \vdash t : [\delta]$. Now we have $t \equiv [r_n, \ldots, r_1]$ or $t \equiv \mu \cdot [r_n, \ldots, r_1]$ by the induction hypothesis. In the former case we have $r :: t \equiv [r_{n+1}, \ldots, r_1]$. In the latter case we obtain a contradiction because the $\rightarrow_{\mu::L}$ or $\rightarrow_{\mu::R}$-rule can be applied.

Furthermore, if $[\delta]$ is a ground type, then we have $\text{FCV}(r_{n+1}) = \emptyset$ and $\text{FCV}(r_i) = \emptyset$ for $1 \leq i \leq n$ by the induction hypothesis. Hence we have $\text{FCV}(r_i)$ for $1 \leq i \leq n + 1$.

Lemma 5.1.5. Given a term $t$ that is in normal form and such that $\vdash t : \rho$ for a ground type $\rho$, then:

1. If $\rho = \mathbb{N}$, then $t \equiv n$ for some $n \in \mathbb{N}$.
2. If $\rho = [\delta]$, then $t \equiv [r_1, \ldots, r_n]$ for some $n \in \mathbb{N}$ and terms $r_i$

Proof. This result follows immediately from Lemma 5.1.4.

5.1.1 Confluence

In order to prove confluence we extend the parallel reduction relation (Definition 4.3.2). For terms we add the clauses that are listed below, nothing changes for commands and for contexts we add the obvious clauses.

(t10) $\text{nil} \Rightarrow \text{nil}$

(t11) If $r \Rightarrow r'$, then $\text{lrec } r \text{ s nil} \Rightarrow r'$.

(t12) If $r \Rightarrow r'$, $s \Rightarrow s'$, $v \Rightarrow v'$ and $w \Rightarrow w'$, then $\text{lrec } r \text{ s } (v :: w) \Rightarrow s' \text{ v'} \text{ w'}$ ($\text{lrec } r' \text{ s' w'}$).

The following lemma is required to prove a substitution lemma (similar to Lemma 4.3.7) and structural substitution lemma (similar to Lemma 4.3.8).

Lemma 5.1.6. For each value $v$ we have:

1. $v[x := t]$ is a value for all variables $x$ and terms $t$
2. $v[\alpha := \beta E]$ is a value for all $\mu$-variables $\alpha$ and $\beta$ and all contexts $E$.

Proof. By induction on $v$. The only interesting cases are variables and commands. However, variables and commands are not values, so the required result follows immediately.

Because various rules require that certain subterms are values, we need that values are preserved under reduction.

Lemma 5.1.7. Given a value $v$ such that $v \Rightarrow t$, then $t$ is a value too.

Proof. By induction on $v \Rightarrow t$. 

Now we can extend the classification of terms (Lemma 4.3.9) and the complete development (Definition 4.3.12) in a straightforward way.

1. \((\text{lrec } r \text{ s nil})\) := \(r\)
2. \((\text{lrec } r \text{ s (v :: w)})\) := \(s \cdot v \cdot w \cdot (\text{lrec } r \cdot s \cdot w)\)
3. \((\text{lrec } r \text{ s u})\) := \(\text{lrec } r \cdot s \cdot u\)
   provided that \(u \neq E[\mu \beta. c]\) and \(u \neq v :: w\)
4. \((u :: t)\) := \(u :: v\)
   provided that \(u \neq E[\mu \beta. c]\) and \(t \neq F[\mu \gamma. d]\)

We expect that all our results described in Section 4.3 can easily be repeated for the extension with lists.

### 5.1.2 Strong normalization

Unfortunately our proof of strong normalization does not extend to lists. Let us extend the definition of the set of reducibility candidates (Definition 4.4.14) in a straightforward way.

1. If \(T \in \mathcal{R}\), then \(\{ \square :: t | t \in T \} \rightarrow T \in \mathcal{R}\).
2. If \(T, S \in \mathcal{R}\), then \(\{ v :: \square | v \in S \} \rightarrow T \in \mathcal{R}\).
3. If \(R, S, T \in \mathcal{R}\), then \(\{ \text{lrec } r \text{ s } \square | r \in T, s \in R \rightarrow S \rightarrow T \rightarrow T \} \rightarrow T \in \mathcal{R}\).

**Definition 5.1.8.** Given a set of terms \(R\), let \(\mathcal{L}_R\) denote the smallest collection of terms satisfying the following conditions.

1. \(\mathcal{N} \in \mathcal{L}_R\)
2. If \(S \in \mathcal{L}_R\), then \(\{ v :: \square | v \in R \} \rightarrow S \in \mathcal{L}_R\).
3. If \(S \in \mathcal{L}_R\) and \(T \in \mathcal{R}\), then:
   \[\{ \text{lrec } r \text{ s } \square | r \in T, s \in S \rightarrow T \rightarrow T \} \rightarrow T \in \mathcal{L}_R\]

**Definition 5.1.9.** The interpretation \([\rho]\) of a type \(\rho\) is defined as follows.

\[
\begin{align*}
[\mathcal{N}] & := \bigcap \mathcal{N} \\
[\mathcal{L}_R] & := \bigcap \big[\mathcal{L}_R] \\
[\delta \rightarrow \sigma] & := [\delta] \rightarrow [\sigma]
\end{align*}
\]

However, now we are stuck, because if we have \(t \in [\mathcal{L}_R]\) and \(s \in \mathcal{L}_R\), then we only have \(s :: t \in [\mathcal{L}_R]\) in case \(s\) is a value. A first intuition tells us to consider contexts of the shape \(t :: E\) instead of \(v :: E\). Despite this results in a loss of confluence, strong normalization of this system implies strong normalization of our extension with lists. Clause (2) of Definition 5.1.8 becomes:

2. If \(S \in \mathcal{L}_R\), then \(\{ t :: \square | t \in R \} \rightarrow S \in \mathcal{L}_R\).
Unfortunately, this modification introduces many other problems. For example, our proof of Lemma 4.4.16 fails. Here we have to prove that $E[x] \in T$ for all $T \in R$ and $E \in SN^2$. If we proceed by induction on the generation of $T$, the first case requires us to prove that $E[x] \in SN$. However, this is non-trivial. For example, let $E = \mu \alpha.c :: \Box$, then $\mu \alpha.c :: x \rightarrow \mu \alpha.c[\alpha := \alpha (\Box :: x)]$. Although certainly $c \in SN$, it does not directly imply that $c[\alpha := \alpha (\Box :: x)] \in SN$.

We expect that this problem is closely related to the problems described in [DN05]. In their work they explain a similar problem for the symmetric $\lambda_{\mu}$-calculus and claim that the usual technique of reducibility candidates does not work. We moreover expect that we will encounter similar problems for an extension with other data types, for example, products.

5.2 Program extraction

Now that we have developed a system with both a control mechanism and data types one might wonder whether we could extend it with dependent types and then use it to extract programs with control from classical proofs. Before we go into detail we explain program extraction from the Calculus of Constructions so as to indicate what we precisely wish to achieve.

5.2.1 From the Calculus of Constructions

In this section we will briefly introduce program extraction from the Calculus of Constructions, which is a higher-order $\lambda$-calculus with dependent types, to System $F_\omega$. Just as in [PM89], we consider three universes:

1. Data ($data$): this universe contains the types of System $F_\omega$, which is the part of the of the Calculus on Constructions without dependent types. The types in this universe can be seen as the types of “ordinary” programs.

2. Specifications ($spec$): this universe contains propositions that have computationally relevant parts. These propositions are used to state specifications of programs in the $data$ universe.

3. Propositions ($prop$): this universe contains propositions that have only logical content and hence no computationally relevant content. These propositions are used to state properties of programs in the $data$ universe.

If we use the system merely for correctness proofs, then we use the first universe to write our program. Let us say that we have written the predecessor function $\text{pred} : \mathbb{N} \rightarrow \mathbb{N}$, then we have $\mathbb{N} \rightarrow \mathbb{N} \in data$. Now, the following formula states that $\text{pred}$ is a correct predecessor function.

$$\text{pred\_correct} := \forall n.(n = 0 \rightarrow \text{pred}n = 0) \land (n > 0 \rightarrow \text{pred}n + 1 = n)$$

Because $\text{pred\_correct}$ is just a proposition without any computationally relevant content we have $\text{pred\_correct} \in prop$. Conversely, if we use the system for program extraction we would have written the following specification of the predecessor function.

$$\text{pred\_spec} := \forall n.\exists m.(n = 0 \rightarrow m = 0) \land (n > 0 \rightarrow m + 1 = n)$$
Here we have \( \text{pred}_\text{spec} \in \text{spec} \), because we are going to use a proof of this proposition to extract a program that computes the predecessor.

More generally, let us consider a specification \( A \in \text{spec} \) and a proof \( t \) of \( A \). Now, program extraction, as defined by Paulin [PM89], consists of an extraction map \([\_]\) and realizability map \( R \) such that:

\[
\begin{align*}
\vdash t : A \\
\text{with } A \in \text{spec} \\
\vdash [t] : [A] \\
\text{with } [A] \in \text{data} \\
\vdash p : R(A, [t]) \\
\text{with } R(A, [t]) \in \text{prop}
\end{align*}
\]

Here, \([A]\) is the type of the extracted program \([t]\) and \( R(A, [t]) \in \text{prop} \) is a proposition which states that \([t]\) is correct with respect to its specification \( A \). So if we consider a proof \( t \) of \( \text{pred}_\text{spec} \), then \([A] = \mathbb{N} \rightarrow \mathbb{N} \) and \( R(A, [t]) = \forall n. (n = 0 \rightarrow [t]n = 0) \land (n > 0 \rightarrow [t]n + 1 = n) \).

Unfortunately, System \( \text{F}^\omega \) is not quite suitable as a general purpose programming language because of its poor efficiency. For example, in System \( \text{F}^\omega \) one cannot define a predecessor function (on Church numerals) that reduces in constant time. Thus, having a System \( \text{F}^\omega \) program that is guaranteed to be correct is practically next to useless.

However, Letouzey [Let04] has extended Paulin’s work to the Calculus of Inductive Constructions. This system supports inductive types and is therefore much closer to actual programming languages. Moreover, because of Letouzey’s work, Coq is currently able to extract \( \text{OCaml} \) and \( \text{Haskell} \) programs that are guaranteed correct with respect to their specification. Also, Coq and Letouzey’s work do not distinguish the universes \( \text{data} \) and \( \text{spec} \), both universes are contained in the universe \( \text{set} \).

5.2.2 From classical proofs

Repeating the methodology described in the previous section for extraction of programs with control from classical proofs presents the following challenges.

1. Development of a system with dependent types that is powerful enough to describe specifications of a desired class of programs.

2. Definition of an extraction map from this dependently typed system to a suitable control calculus without dependent types.

3. Definition of a classical realizability interpretation for this extraction map.

One should be very careful with respect to the first point, because this system should support just a limited amount of classical reasoning. It should surely not be able to prove an informative version of excluded middle \( \forall A : \text{spec}. A \lor \neg A \). If excluded middle were provable and moreover extracts to the type \( 1 + 1 \), then the extracted program can decide provability in predicate logic, which is undecidable. Hence a logic that proves excluded middle is too strong.

Let us consider a variant of \( \lambda_\mu \) for classical program extraction. Here we let occurrences of \( \mu \) in the dependently typed system extract to occurrences of
\(\mu\) in the target system. Now one could limit the amount of classical reasoning by ensuring that within a computationally irrelevant goal it is impossible to resume proving a computationally relevant goal. We would then restrict the activate/passivate rule as follows.

\[
\Gamma; \Delta, \alpha : A \vdash M : B \quad \beta : B \in (\Delta, \alpha : A) \quad A \in \text{spec} \iff B \in \text{spec}
\]

This rule disqualifies the following proof of excluded middle, which by removing computationally irrelevant parts extracts to \(\mu \alpha. [\alpha] \text{inr}(\).

\[
x : A; \alpha : A \lor \neg A \vdash x : A
\]

\[
x : A; \alpha : A \lor \neg A \vdash \text{inr}x : A \lor \neg A
\]

\[
x : A; \alpha : A \lor \neg A \vdash \Theta[\alpha] \text{inr}x : \bot
\]

\[
; \alpha : A \lor \neg A \vdash \lambda x. \Theta[\alpha] \text{inr}x : \neg A
\]

\[
; \vdash \mu \alpha. [\alpha] \text{inr}(\lambda x. \Theta[\alpha] \text{inr}x) : A \lor \neg A
\]

Here we have \(\bot \in \text{prop}\), so it is not allowed to resume proving \(A \lor \neg A \in \text{spec}\). Let us also consider a proof of the formula \(\exists x. S0 = x\) so as to illustrate that such a condition on the activate/passivate rule is necessary.

\[
R : S0 = S0
\]

\[
\langle S0, R \rangle : \exists x. S0 = x
\]

\[
\Theta[\alpha] \langle S0, R \rangle : \exists x. S0 = x
\]

By removing computationally irrelevant parts we obtain the program \(\mu \alpha. [\alpha] 0\), which reduces to 0 and is therefore obviously not correct. In this proof, we have given an incorrect witness and while proving \(S0 = 0 \in \text{prop}\), we have resumed proving the goal \(\exists x. S0 = x \in \text{spec}\) so as to specify a correct witness. However, the proof of \(S0 = 0 \in \text{prop}\), which contains our revised witness, is removed because it is computationally irrelevant.

Secondly, one should be careful that extracted programs of ground types actually reduce to a ground type. Hence it is important that the target system satisfies a suitable normal form theorem. For example, let us consider the following fictional proof of the formula \(\exists x. S0 = x\).

\[
R : S0 = S0
\]

\[
\langle S0, R \rangle : \exists x. S0 = x
\]

\[
\Theta[\alpha] \langle S0, R \rangle : \exists x. S0 = x
\]

\[
\lambda y \lambda k. (\langle S0, P \rangle) : \forall y. 0 = y \rightarrow \exists x. S0 = x
\]

\[
\text{dest} \Theta[\alpha] \langle S0, R \rangle \text{in} \lambda y \lambda k. (\langle S0, P \rangle) : \exists x. S0 = x
\]

By removing computationally irrelevant parts from this proof we obtain the program \(t \equiv \mu \alpha. [\alpha] (\lambda y. S0) \Theta[\alpha] S0\). As we have seen, in the \(\lambda^\mu\)-calculus, this program does not reduce to a Church numeral. Hence it can never be correct with respect to its specification.

We expect that it is straightforward to develop a dependently typed version of the \(\lambda^\mu\)-calculus and an extraction map to \(\lambda^\mu\)-calculus. However, in order to use it for specification of programs further work is required. Also, defining a realizability interpretation seems non-trivial.
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Conclusions

In this thesis we have investigated various control calculi and developed the \( \lambda_T^\mu \)-calculus, a Gödel’s T version of the \( \lambda_\mu \)-calculus. We have proven that \( \lambda_T^\mu \) satisfies the main theoretical properties: confluence, subject reduction, a normal form theorem and strong normalization. Also, we have presented an embedding of \( \lambda_T^\mu \) into \( \lambda_T \) and \( \lambda_2 \). The first indicates that adding control to Gödel’s T does not extend the class of definable functions. The second contrasts the differences between data types in \( \lambda_T^\mu \) and \( \lambda_2^\mu \).

6.1 Comparison of the systems

The \( \lambda_C \)-calculus is originally described by an evaluation strategy. However, a system based on an evaluation strategy is not a well-suited framework for reasoning about programs, because if we prove a certain property of a program \( t \), then that property is not necessarily preserved if we “plug” the program \( t \) into another program. Hence various people tried to develop reduction theories for \( \lambda_C \), but unfortunately, none of these theories is able to mimic the behavior of the given evaluation strategy.

On the other hand we have investigated the \( \lambda_\Delta \)-calculus, which is presented by a reduction theory and satisfies the main theoretical properties. However, it has a defect with respect to producing proper normal forms and is moreover not able to simulate catch and throw well.

Furthermore, we have investigated the \( \lambda_\mu \)-calculus, a system which is quite similar to \( \lambda_\Delta \). Since \( \lambda_\mu \) distinguishes ordinary variables from continuation variables and moreover distinguishes commands from terms it does not suffer from the defects of \( \lambda_\Delta \). Also, we have studied the \( \lambda_2^\mu \)-calculus, a second-order variant of \( \lambda_\mu \). Similarly as \( \lambda_2 \), this system is able to encode most data types. However, while it has a defect with respect to producing proper normal-forms, a proper normal form can be obtained by use of output operators.

Because the \( \lambda_\mu \)-calculus turned out to be most suitable system of those we have studied, we have used it for the development of the \( \lambda_T^\mu \)-calculus in the second part of this thesis.
6.2 Call-by-name or call-by-value

In order to maintain confluence and a normal form theorem we had to develop the reduction rules of the $\lambda^T_\mu$-calculus with care. Some of its reduction rules are closer to a call-by-value system than to the ones one would expect of a call-by-name system (which $\lambda_\mu$ originally is). Firstly, it contains the reduction rule $S\mu_\alpha.c \rightarrow \mu_\alpha.c[\alpha := \alpha \ (S\square)]$, which is required to maintain a normal form theorem for numerals. Secondly, in order to unfold $\text{rec } r \ s \ (S\ell)$ we have to reduce $t$ to an actual numeral. This is required because it would otherwise result in a loss of confluence.

Our embedding of $\lambda^T_\mu$ into $\lambda T$ justifies our particular choice of reduction rules. If we have a term $t : \rho^\sigma$, then the only way to obtain a numeral from $t^\sigma$ is by reducing it to a value first. So, for the case $(\text{rec } r \ s \ t)^\gamma$, we have to reduce $t^\gamma$ first in order to unfold the recursion. This is of course kind of obvious, because if we consider a numeral as a finite list of units, the only way to know whether an exception will be thrown, is to evaluate it to a value.

An important aspect of a call-by-name system is lazy evaluation of data types. However, because of these call-by-value like reduction rules we can conclude that a call-by-name system is not well suited for an extension with both data types and control mechanisms. Therefore it would be interesting to repeat the developments in Chapter 4.2 for a call-by-value system. We expect that all properties, except strong normalization, can be proven in a similar way. For a strong normalization proof by reducibility candidates we except similar problems as described in [DN05].

6.3 Primitive catch and throw

Instead of the $\lambda_\mu$-calculus it would be interesting to consider a system with the control operators catch and throw as primitive. Such a system is described by Herbelin [Her10] where he uses it for an intuitionistic logic that proves a variant of Markov’s principle.

\[
\begin{align*}
\frac{\Gamma; \Delta, \alpha : \rho \vdash t : \rho}{\Gamma; \Delta \vdash \text{catch } \alpha \ t : \rho} & \quad \text{(a) catch} \\
\frac{\Gamma; \Delta \vdash t : \rho \quad \alpha : \rho \in \Delta}{\Gamma; \Delta \vdash \text{throw } \alpha \ t : \delta} & \quad \text{(b) throw}
\end{align*}
\]

Having these operators as primitive has as advantage that the types in the context $\Delta$ can be restricted to a certain class. For example, in [Her10], the types in $\Delta$ should be $\forall$- and $\rightarrow$-free. As a result, one obtains a normal form theorem for function types too. In $\lambda_\mu$ one cannot enforce such a restriction on the activate rule because that leads to a loss of subject reduction. For example, for an arbitrary $\rho$, we have that $\text{rec } r \ s \ \mu_\alpha.c$ with $\alpha : \Xi$ and $s : \rho$ reduces to $\mu_\alpha.c[\alpha := \alpha \ (\text{rec } r \ s \ \square)]$ with $\alpha : \rho$. 
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6.4 Implementation

One might wonder whether the $\lambda^T$-calculus simulates any real implementations of control mechanisms. For example, the control mechanisms present in the function programming languages Scheme, Lisp or OCaml. First of all, most actual programming languages that support control are call-by-value while $\lambda^T$ is call-by-name. Hence, as already noticed in Section 6.2 it would be a good idea to repeat our developments for a call-by-value system.

Moreover, the $\lambda^T$-calculus supports statically bound exceptions instead of dynamically bound exceptions. Statically bound exceptions appear in the functional programming language Scheme while most other functional programming languages support dynamically bound exceptions. To illustrate the difference we consider the following Scheme program.

\begin{verbatim}
(call/cc (lambda (c)
    (+ 1 (
        (lambda (f) (call/cc (lambda (c) (f 0))))
        (lambda (x) (c x)))))
))
\end{verbatim}

Here, both $\lambda$-binders bind different occurrences of the variable c, so instead of call/cc (lambda (c) (f 0)) one could rename c into d and have written call/cc (lambda (d) (f 0)). Therefore, evaluation of c x results in a jump to the context captured by the outermost call/cc and so evaluation of the complete program yields 0.

However, if we consider a similar program in Lisp, which supports dynamically bound exceptions, we get another result.

\begin{verbatim}
(catch 'A
    (+ 1 (
        (lambda (f) (catch 'A (funcall f 0)))
        (lambda (x) (throw 'A x)))
    ))
\end{verbatim}

Here, evaluation of throw 'A x results in a jump to the innermost catch, so evaluation of the complete program yields 1. We can most likely modify our system to dynamically bound exceptions by considering substitution that is not capture avoiding for $\mu$-variables. However, it is unclear whether our results are preserved for this modification.
Appendix A

Classical program extraction in Coq

In this appendix we illustrate, by considering the list product function, program extraction from a classical proof. Our approach is similar to that of Caldwell, Gent and Underwood, who considered program extraction from classical proofs in the proof assistant NuPrl \cite{CGU00}. In their work they extended NuPrl with a proof rule for Peirce’s law and associated call/cc for its extraction. Here we use the proof assistant Coq \cite{CDT}, in which we associate the control operator $C$ for extraction of double negation.\footnote{In Coq it is impossible to define new binders or introduce a special kind of variables, hence we are unable to extend it to the $\lambda\mu$-calculus.}

Of course, this approach does not guarantee correctness of the extracted program. In fact, we will show that it is quite easy to construct proofs whose extraction is not correct with respect to its specification. However, it shows that certain classical proofs do contain computational content.

First we assume the following classical axioms.

| Parameter $\bot$ : set.  
Parameter $dn : \forall S : set . ((S \to \bot) \to \bot) \to S$.  
Definition $efq : \forall S : set . \bot \to S := \lambda SM . dn(\lambda_x.M).$ |

Note that instead of Coq’s computationally irrelevant type $False$ we use our own type $\bot$ which has type $set$ and is therefore computationally relevant. Next, we let the axioms $dn$ and $efq$ extract to the control operators $C$ and $A$, respectively.

| Extract Inlined Constant $dn$ $\Rightarrow$ $C$.  
Extract Inlined Constant $efq$ $\Rightarrow$ $A$. |

In order to prove that each list has a product, we shall give a specification of the product of a list of natural numbers.

\textbf{Definition A.1.} The binary relation $M$ over lists of natural numbers and natural numbers is inductively defined as follows.

\begin{align*}
m_{\text{nil}} : M(\text{nil}, 1) \\
m_{\text{cons}} : \forall l p x . M(l, p) \to M(x :: l, x * p)
\end{align*}
Now, we say that a natural number \( n \) is the product of a list \( l \) if \( M(l, n) \).

One should still convince oneself that we have indeed given a correct specification of the product of a list of natural numbers. To get more confidence in this specification we prove that it specifies the product uniquely.

**Lemma A.2.** The relation \( M \) specifies the product of a list uniquely. That is:

\[
\forall l \, n_1 \, n_2. \, M(l, n_1) \land M(l, n_2) \rightarrow n_1 = n_2
\]

Since the specification corresponds to the graph of the obvious list product function, it is easy to give a constructive proof of \( \forall l \exists n. \, M(l, n) \).

\[
\frac{M(\text{nil}, 1)}{\exists n. \, M(\text{nil}, n)} \quad \frac{\forall m. M(l(m), n) \rightarrow \exists n. \, M(x :: l(n), n)}{\exists n. \, M(x :: l(n))}
\]

\[
\forall l \exists n. \, M(l, n)
\]

Now, Coq extracts the following program from this proof.

```
let rec listmult l = match l with
| nil -> 1
| x :: k -> x * (listmult k)
```

In order to obtain a program that uses the control operators \( C \) and \( A \) we will construct a classical proof. Intuitively one would be urged to use double negation directly so as to passivate the goal \( \exists n. M(l, n) \) and resume proving it in the \( 0 :: l \) case. Such a proof would look as follows.

\[
\frac{M(\text{nil}, 1)}{\exists n. \, M(\text{nil}, n)} \quad \frac{\exists n. \, M(0 :: l, n) \iff x \neq 0 \rightarrow \exists n. \, M(x :: l, n)}{\exists n. \, M(x :: l, n)}
\]

\[
\forall l \exists n. \, M(l, n)
\]

Here, after we have used double negation, we proceed by induction on \( l \) and distinguish the cases \( x = 0 \) and \( x \neq 0 \). If \( x = 0 \), we use Ex Falso and apply \( \exists n. M(l, n) \rightarrow \bot \) so as to resume our passivated goal.

Unfortunately, program extraction of this proof does not yield the expected program, because induction on \( l \) also affects the list \( l \) in the context. The program that Coq extracts looks as follows.
let listmult2 ltp = C(λhtp.htp)
    (let rec listmult2_core l h = match l with
     | nil     -> 1
     | x :: k  -> if (x = 0)
                  then A(h 0)
                  else x * (listmult2_core k (λg.h(x * g)))
    in listmult2_core ltp htp)

Now, whenever a zero is encountered the continuation h is invoked. However, since this continuation is modified each iteration, this is not desirable. Instead, we would like it to invoke the continuation htp and break out of the recursion. To illustrate what happens, we apply this program to the list [4,3,0,1]. We abbreviate listmult2 as lm and listmult2_core as lmc.

\[
E[\text{lm} \ [4, 3, 0, 1]] = E[C(\lambda h. h (\text{lmc} \ [4, 3, 0, 1] h))] \\
\vdash (\lambda h. h (\text{lmc} \ [4, 3, 0, 1] h)) (\lambda x. A E x) \\
\vdash (\lambda x. A E x) (\text{lmc} \ [4, 3, 0, 1]) (\lambda x. A E x) \\
A E [\text{lmc} \ [4, 3, 0, 1] (\lambda x. A E x)] \\
\vdash (\lambda x. A E x) [\text{lmc} \ [4, 3, 0, 1] x] \\
E[4 * (\text{lmc} \ [3, 0, 1] \lambda g. (\lambda x. A E [x]) (4 * g))] \\
E[4 * 3 * (\text{lmc} \ [0, 1] \lambda j. (\lambda g. (\lambda x. A E [x]) (4 * g)) (3 * j))] \\
E[4 * 3 * A((\lambda j. (\lambda g. (\lambda x. A E [x]) (4 * g)) (3 * j)) 0)] \\
E[(\lambda j. (\lambda g. (\lambda x. A E [x]) (4 * g)) (3 * j)) 0] \\
E[(\lambda g. (\lambda x. A E [x]) (4 * g)) (3 * 0)] \\
E[(\lambda g. (\lambda x. A E [x]) (4 * g)) 0] \\
E[(\lambda x. A E [x]) (4 * 0)] \\
E[(\lambda x. A E [x]) 0] \\
E[0]
\]

As this evaluation sequence shows, not only is an element multiplied by all its previous values when the function returns normally, but also when the continuation is invoked. Notice that this program is basically a more obscure version of the following program.

let rec listmult l = match l with
    | nil     -> 1
    | 0 :: k  -> 0
    | x :: k  -> x * (listmult k)

Before we continue, let us think why it is actually allowed to jump out when a zero is encountered? Maybe we should rephrase our proof such that the following lemma is used.

Lemma A.3. \(m_0 : \forall l. 0 \in l \rightarrow M(l, 0)\)

Furthermore, we do not want that l in the assumption \((\exists n.M(l, n)) \rightarrow \bot\) is affected by induction. In order to keep that list separately, we prove the
following auxiliary theorem first.
\[ \ldots, (\exists n. M(k, n)) \rightarrow \| \vdash \forall l. E(k, l) \rightarrow \exists n. M(l, n) \]

Here, the relation \( E \) is defined as follows.

**Definition A.4.** The binary relation \( E \) over lists is inductively defined as follows.

\[ e_{\text{base}} : \forall l. E(l, l) \quad e_{\text{cons}} : \forall l_1 l_2 x. E(l_1, l_2) \rightarrow E(x :: l_1, l_2) \]

Now, we say that \( l \) ends with \( k \) if \( E(l, k) \).

This generalization is very similar to the methodology we have used to prove the correctness of the program consider in Section 4.7. In this auxiliary theorem, one should think of the assumption \((\exists n. M(k, n)) \rightarrow \|\) as as a passivated goal in the \( \lambda_{\mu} \)-calculus.

\[ \ldots ; \exists n. M(k, n) \vdash \forall l. E(k, l) \rightarrow \exists n. M(l, n) \]

To prove the required theorem we state some obvious lemmas first.

**Lemma A.5.** \( e_{\text{inv}} : \forall l_1 l_2 x. E(l_1, x :: l_2) \rightarrow E(l_1, l_2) \)

**Lemma A.6.** \( e_{\text{in}} : \forall l_1 l_2 x. E(l_1, x :: l_2) \rightarrow x \in l_1 \)

Using these lemmas, we are finally able to prove the required auxiliary theorem. The proof is shown below.

\[
\begin{array}{c}
E(k, 0 :: l) \\
0 \in k \\
M(k, 0) \quad A.6 \quad A.3 \quad M(l, m) \\
\exists n. M(k, n) \\
\| \\
\exists n. M(0 :: l, n) \quad x \neq 0 \rightarrow \exists n. M(x :: l, n) \\
\| \\
\exists n. M(x :: l, n) \\
\forall l. E(k, l) \rightarrow \exists n. M(l, n) \\
E(k, x :: l) \rightarrow \exists n. M(l, n) \\
\end{array}
\]

Now, by letting \( l = k \), it is trivial to prove the actual theorem.

\[
\begin{array}{c}
E(l, l) \\
\| \\
((\exists n. M(l, n)) \rightarrow \|) \rightarrow \|
\end{array}
\]

Program extraction of this proof results in the expected program.
let listmult3 l = C(λh.h)
  (let rec listmult3_core l = match l with
   | nil -> 1
   | x :: k -> if (x = 0)
     then A(h0)
     else x*(listmult3_core k)
  in listmult3_core l)

Applying this program to the list [4,3,0,1] results in the following evaluation sequence. We abbreviate listmult3 as lm and listmult3_core as lmc.

\[
E[lm [4,3,0,1]] = E[C(\lambda h. h (lmc [4,3,0,1]))] \\
\overset{\beta}{\Rightarrow} (\lambda h. h (lmc [4,3,0,1])) \lambda x. AE[x] \\
\overset{\beta}{\Rightarrow} (\lambda x. AE[x]) (lmc [4,3,0,1]) \\
\overset{\beta}{\Rightarrow} AE[lmc [4,3,0,1]] \\
\overset{\beta}{\Rightarrow} E[lmc [4,3,0,1]] \\
\overset{\beta}{\Rightarrow} E[4 * (lmc [3,0,1])] \\
\overset{\beta}{\Rightarrow} E[4 * 3 * (lmc [0,1])] \\
\overset{\beta}{\Rightarrow} E[4 * 3 * A((\lambda x. AE[x]) 0)] \\
\overset{\beta}{\Rightarrow} (\lambda x. AE[x]) 0 \\
\overset{\beta}{\Rightarrow} AE[0] \\
\overset{\beta}{\Rightarrow} E[0]
\]

As we have noticed before, this example merely indicates that some classical proofs contain computational content. It does not guarantee that the extracted program is correct with respect to its specification. Such incorrect programs can be obtained by abusing the pitfalls described in Section 5.2.2. For example, we can resume a computationally relevant goal while proving a computationally irrelevant goal.

\[
\frac{0 = 0}{\exists x. x = 0} \\
\frac{2 = 0}{\exists x. x = 0} \\
\frac{\exists x. x = 0}{\exists x. x = 0}
\]

Here, while we are proving the goal 2 = 0 ∈ prop, we resume proving the goal ∃x.x = 0 ∈ set so as to revise our previously given witness. Now by removing computationally irrelevant parts program extraction results in the program C(λk.k 2). This program evaluates to 2, so it is obviously not correct.
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